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1300 “‘
/1302
Receive a fingerprint scan
(e.g., a user touches a fingerprint sensor)
v f* 1304
Receive a password
{e.g., a user says the password)

v /“ 1306

Generate deformed data and sonify the deformed data

based on user's preference sstting
| 4 //“ 1308
QOutput sonified data as sound via loudspeaker for
user's assurance
Send sonified audio signal to a far-end device (e.g., at a
bank)
1312 R

Use the sonified audio signal for
authentication by the far-end device (
e.g., for logging in}

Save the sonified audio signal by the
far-end device (e.g., for enroliment)

FIG. 13
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1600 ”\‘

f— 1602

Receive first biometric data

v /“ 1604

Receive non-biometric data

¥ /a 1606

Generate second biometric data by modifying the first
biometric data based on the non-biometric data

v /" 1608

Store the second biometric data in memory

v ;T 1610

Transmit the second biomedtric data

FIG. 16
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1700 —\‘

f‘ 1702

Receive biometric data

f” 1704

Receive non-biometric data

v [ 1706

Select a first image of a plurality of images, where the
first image is selected based on the biometric data

f— 1708

Generate a second image by modifying the first image
based on the non-biomeilric data

v /—' 1710

Store the second image in memory

¥ /- 1712

Transmit the second image

FIG. 17
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1800 '“\‘

f— 1802

Receive biometric data

Receive user input corresponding to non-biometric data

v /1806

Generate audio data by transforming the biometric data
based on the non-biometric data

v /1808

Store the audio data in memory

v /1810

Transmit the audio data

FIG. 18
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1900 —\‘

/‘ 1902

Receive first biometric data in a first format

v ' 1904

Recsive second biometric data in a second format

v /— 1906

Receive non-biometric data

v /T 1908

Generate authorization data by converting the first
biometric data and the second biometric data to a
common format, where the authorization data is
generated based on the non-biometric data

/— 1910

Store the authorization data in memory

/‘— 1812

Transmit the authorization data

FiG. 19
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ACCESS AUTHORIZATION BASED ON
SYNTHETIC BIOMETRIC DATA AND
NON-BIOMETRIC DATA

1. CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to and the benefit
of U.S. Provisional Patent Application No. 62/037,047, filed
Aug. 13, 2014, the content of which is expressly incorpo-
rated herein by reference in its entirety.

1I. FIELD

The present disclosure is generally related to access
authorization based on synthetic biometric data and non-
biometric data.

III. DESCRIPTION OF RELATED ART

Advances in technology have resulted in smaller and
more powerful computing devices. For example, there exist
a variety of portable personal computing devices, including
wireless telephones such as mobile and smart phones, tablets
and laptop computers that are small, lightweight, and easily
carried by users. These devices can communicate voice and
data packets over wireless networks. Further, many such
devices incorporate additional functionality such as a digital
still camera, a digital video camera, a digital recorder, and an
audio file player. Also, such devices can process executable
instructions, including software applications, such as a web
browser application, that can be used to access the Internet,
a computer security system, etc. As such, these devices can
include significant computing capabilities.

Computer security systems may rely on text passwords
and/or biometric passwords. Longer text passwords are
generally considered more secure than shorter text pass-
words, but long text passwords may be more difficult for a
user to remember. Biometric passwords (e.g., a finger print,
an iris scan, etc.) do not have to be remembered by the user
but tend to be unconfigurable (e.g., fixed). For example, a
user does not generally have the ability to change their finger
print. It is generally recommended that passwords be fre-
quently changed to increase security. The user may be
reluctant to use an unconfigurable biometric password
because the unconfigurable biometric password cannot be
changed, even if compromised.

IV. SUMMARY

Systems and methods of generating synthetic biometric
data are disclosed. In a particular example, a device (e.g., a
mobile phone, a desktop computer, etc.) may be used to set
or reset a password of a computer security system during an
enrollment phase or may be used to access the computer
security system during an authentication phase. To illustrate,
a user may select an enrollment option (e.g., a create account
option, a reset password option, etc.) of the computer
security system. Alternatively, the user may select an
authentication option (e.g., an access account option) of the
computer security system. The user may select the enroll-
ment option or the authentication option during a phone call
to the computer security system, via a graphical user inter-
face (GUI) of a device, or via an application of the device.

The computer security system may indicate (e.g., during
the phone call, via the GU], or via the application) an option
to provide a password during an enrollment phase (e.g., in
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response to a selection of the enrollment option) or during an
authentication phase (e.g., in response to a selection of the
authentication option). The user may provide biometric data
(such as a finger print, an iris scan, a speech signal, etc.) to
the device in response to the option to provide the password.
For example, the user may place a finger on or near a finger
print scanner (e.g., a camera) to provide the finger print. As
another example, the user may place an eye on or near an iris
scanner (e.g., a camera) to provide the iris scan. As a further
example, the user may speak a phrase (e.g., “one-two-three-
four”) into a microphone to provide the speech signal. The
biometric data may be provided as image data (e.g., the iris
scan or the finger print) or as audio data (e.g., the speech
signal).

The user may also provide user input (e.g., a password) to
the device. For example, the user may provide the user input
(e.g., a password) by typing on a keyboard or a touchscreen.
As another example, the user may provide the user input
(e.g., an identifier) by placing an identification (ID) card on
or near an 1D scanner (e.g., a camera). As a further example,
the user may provide the user input by speaking into a
microphone (e.g., “one-two-three-four”). The user input
may be provided as text, image data (e.g., a scanned image
of a password), or as audio data (e.g., a speech signal
corresponding to “one-two-three-four”).

The device may generate a key (e.g., non-biometric data,
such as “1234”) based on the user input. For example, the
key may correspond to text (e.g., “1234”) received as user
input. As another example, the device may perform image
recognition on the user input (e.g., an image of “1234”) to
generate the key. As a further example, the device may
perform speech recognition on the user input (e.g., a speech
signal corresponding to “1234”) to generate the key. In a
particular example, the device may generate a plurality of
key values (e.g., “17, “27, “3”, and “4”) based on the key.

The device may generate authorization data (e.g., syn-
thetic biometric data) based on the biometric data and the
key (e.g., the non-biometric data). For example, the device
may extract features of the biometric data. The device may
generate modified features by modifying the features based
on the key. For example, the device may determine a feature
correspondence between each of the features and a particular
key value of the plurality of key values. To illustrate, the
feature correspondence may indicate that a first subset of the
features corresponds to a first key value (e.g., “1”) of the
plurality of key values, may indicate that a second subset of
the features corresponds to a second key value (e.g., “2”) of
the plurality of key values, and so on. The features may
include spikes of a finger print scan, iris features of an iris
scan, facial features of an image of a face, or speech features
of a speech signal. The device may generate the modified
features by modifying a particular feature (a particular spike,
a particular iris feature, a particular facial feature, or a
particular speech feature) by applying the function to a
product, a ratio, a sum, or a difference of the particular
feature and a corresponding key value of the plurality of key
values.

The device may generate the authorization data (e.g.,
second biometric data, a particular image, or audio data)
based on the modified features. For example, the modified
features may correspond to a modified finger print, a modi-
fied iris scan, a modified image of a face, or a modified
speech signal. The device may generate the second biomet-
ric data (e.g., a second finger print scan, a second iris scan,
a second image of a face, or a second speech signal) based
on the modified features. The authorization data may include
the second biometric data.
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In a particular example, the device may select a first
image of a plurality of images. The first image may be
selected based on the biometric data. The device may
generate a second image by modifying the first image based
on the key (e.g., the non-biometric data). For example, the
device may select the first image based on the modified
features and may generate the second image by applying at
least one of a rotation function, a scaling function, a blurring
function, or a shading function, where an extent of modifi-
cation of the first image is based on the key. The authori-
zation data may include the second image.

In another example, the device may generate audio data
by transforming (e.g., sonifying) the biometric data based on
the key. To illustrate, the device may generate a spectral
envelope based on the features of the biometric data and may
generate a note sequence based on the key. The spectral
envelope may correspond to, or represent, a timbre of the
user’s voice/speech. The audio data may include the spectral
envelope and the note sequence. The authorization data may
include the audio data.

The device may transmit the authorization data to an
authentication device of the computer security system. The
authentication device may, during the enrollment phase,
store the authorization data in memory. The authentication
device may, during the authentication phase, compare the
authorization data to enrollment authorization data previ-
ously stored in memory and may selectively provide access
to the computer security system based on a result of the
comparison.

The biometric data may have a first format (e.g., image or
audio). The user input (e.g., non-biometric data) may have
a second format (e.g., image, audio, or text). The authori-
zation data may have a third format (e.g., image, audio, or
text). The device may generate the authorization data by
converting the biometric data and the user input to a com-
mon format (e.g., the third format). The first format and the
second format may be distinct or the same. The third format
may be the same as or distinct from the first format, the
second format, or both.

In a particular example, the biometric data may include
multiple types of biometric data. To illustrate, the biometric
data may include at least two of a finger print, an iris scan,
or a speech signal of a user. Various types of biometric data
may have a same format (e.g., image or audio) or a distinct
format. The device may convert the biometric data to a
common format and may generate the authorization data by
combining the converted biometric data. For example, the
biometric data may include the finger print (e.g., image data)
and the speech signal (e.g., audio data). The device may
generate the authorization data (e.g., audio data) by sonify-
ing the finger print, and combining the sonified finger print
and the speech signal. In a particular example, the finger
print may be sonified based on the key (e.g., non-biometric
data). To illustrate, the device may generate a spectral
envelope based on the first finger print, may generate a note
sequence based on the key, and the sonified finger print may
include the spectral envelope and the note sequence.

In a particular aspect, a method of selectively authorizing
access includes obtaining, at an authentication device, first
information corresponding to first synthetic biometric data.
The method also includes obtaining, at the authentication
device, first common synthetic data and second biometric
data. The method further includes generating, at the authen-
tication device, second common synthetic data based on the
first information and the second biometric data. The method
also includes selectively authorizing, by the authentication
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device, access based on a comparison of the first common
synthetic data and the second common synthetic data.

In another aspect, an apparatus for selectively authorizing
access includes a memory and a processor. The memory is
configured to store instructions. The processor is configured
to execute the instructions to generate second common
synthetic data based on first information and second bio-
metric data. The first information corresponds to first syn-
thetic biometric data. The processor is also configured to
selectively authorize access to a system of a vehicle based on
a comparison of first common synthetic data and the second
common synthetic data.

In another aspect, a computer-readable storage device for
selectively authorizing access stores instructions that, when
executed by a processor, cause the processor to perform
operations including obtaining first information correspond-
ing to first synthetic biometric data and obtaining first
common synthetic data and second biometric data. The
operations also include generating second common syn-
thetic data based on the first information and the second
biometric data. The operations further include selectively
authorizing access based on a comparison of the first com-
mon synthetic data and the second common synthetic data.

One particular advantage provided by at least one of the
disclosed aspects is that the authorization data is based on
biometric data and non-biometric data. A user may change
a password by providing different non-biometric data to
generate different authorization data. Authorization data
generated based on the biometric data and the non-biometric
data may have advantages of both higher security generally
associated with biometric data and configurability generally
associated with non-biometric data.

Other aspects, advantages, and features of the present
disclosure will become apparent after review of the entire
application, including the following sections: Brief Descrip-
tion of the Drawings, Detailed Description, and the Claims.

V. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a particular illustrative
embodiment of a system operable to generate authorization
data based on biometric data and non-biometric data;

FIG. 2 is a diagram of a particular embodiment of an
authorization data generator of the system of FIG. 1;

FIG. 3 is a diagram of another particular embodiment of
an authorization data generator of the system of FIG. 1;

FIG. 4 is a diagram of particular embodiments of methods
of generating authorization data based on biometric data and
non-biometric data;

FIG. 5 is a diagram of a particular embodiment of a
method of generating authorization data including second
biometric data based on first biometric data and non-bio-
metric data;

FIG. 6 is a diagram of a particular embodiment of a
system configured to select a particular image to generate
authorization data;

FIG. 7 is a diagram of a particular embodiment of a
method of generating authorization data by sonifying bio-
metric data based on non-biometric data;

FIG. 8 is a diagram of a particular embodiment of a
system configured to generate a spectral envelope by soni-
fying biometric data based on non-biometric data;

FIG. 9 is a diagram of a particular embodiment of spikes
of a finger print;

FIG. 10 is a diagram of biometric data alignment;

FIG. 11 is a diagram of a particular embodiment of a
system configured to generate authorization data;
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FIG. 12 is a diagram of another particular embodiment of
a system configured to generate authorization data;

FIG. 13 is a flow diagram of a particular embodiment of
a method of generating a sonified audio signal based on
biometric data;

FIG. 14 is a diagram of a particular embodiment of a
method of generating authorization data by converting first
biometric data and second biometric data to a common
format;

FIG. 15 is a diagram of another particular embodiment of
a system configured to generate authorization data;

FIG. 16 is a flow diagram of a particular embodiment of
generating authorization data based on biometric data and
non-biometric data;

FIG. 17 is a flow diagram of a particular embodiment of
generating authorization data based on biometric data and
non-biometric data;

FIG. 18 is a flow diagram of a particular embodiment of
generating authorization data based on biometric data and
non-biometric data;

FIG. 19 is a flow diagram of a particular embodiment of
a method of generating authorization data based on biomet-
ric data and non-biometric data;

FIG. 20 is a flow diagram of a particular embodiment of
a method of generating authorization data based on biomet-
ric data;

FIG. 21 is a flow diagram of another particular embodi-
ment of a method of generating authorization data based on
biometric data;

FIG. 22 is a flow diagram of another particular embodi-
ment of a method of generating authorization data based on
biometric data;

FIG. 23 is a flow diagram of another particular embodi-
ment of a method of generating authorization data based on
biometric data;

FIG. 24 is a diagram of another particular embodiment of
a system configured to generate authorization data based on
biometric data and non-biometric data;

FIG. 25 is a diagram of a particular embodiment of a
system configured to selectively authorize access based on
biometric data and non-biometric data;

FIG. 26 is a diagram of another particular embodiment of
a system configured to selectively authorize access based on
biometric data and non-biometric data; and

FIG. 27 is a block diagram of a device for generating
authorization data, selectively authorizing access, or both,
based on biometric data and non-biometric using the system
of FIG. 1.

V1. DETAILED DESCRIPTION

The principles described herein may be applied, for
example, to a headset, a handset, or other device that is
configured to generate authorization data. Unless expressly
limited by its context, the term “signal” is used herein to
indicate any of its ordinary meanings, including a state of a
memory location (or set of memory locations) as expressed
on a wire, bus, or other transmission medium. Unless
expressly limited by its context, the term “generating” is
used herein to indicate any of its ordinary meanings, such as
computing or otherwise producing. Unless expressly limited
by its context, the term “calculating” is used herein to
indicate any of its ordinary meanings, such as computing,
evaluating, smoothing, and/or selecting from a plurality of
values. Unless expressly limited by its context, the term
“obtaining” is used to indicate any of its ordinary meanings,
such as calculating, deriving, receiving (e.g., from another
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component, block or device), and/or retrieving (e.g., from a
memory register or an array of storage elements).

Unless expressly limited by its context, the term “pro-
ducing” is used to indicate any of its ordinary meanings,
such as calculating, generating, and/or providing. Unless
expressly limited by its context, the term “providing” is used
to indicate any of its ordinary meanings, such as calculating,
generating, and/or producing. Unless expressly limited by its
context, the term “coupled” is used to indicate a direct or
indirect electrical or physical connection. If the connection
is indirect, it is well understood by a person having ordinary
skill in the art, that there may be other blocks or components
between the structures being “coupled”.

The term “configuration” may be used in reference to a
method, apparatus/device, and/or system as indicated by its
particular context. Where the term “comprising” is used in
the present description and claims, it does not exclude other
elements or operations. The term “based on” (as in “A is
based on B”) is used to indicate any of its ordinary mean-
ings, including the cases (i) “based on at least” (e.g., “A is
based on at least B”) and, if appropriate in the particular
context, (ii) “equal to” (e.g., “A is equal to B”). In the case
(1) where A is based on B includes based on at least, this may
include the configuration where A is coupled to B. Similarly,
the term “in response to” is used to indicate any of its
ordinary meanings, including “in response to at least.” The
term “at least one” is used to indicate any of its ordinary
meanings, including “one or more”. The term “at least two”
is used to indicate any of its ordinary meanings, including
“two or more”. The term “and/or” (as in “A and/or B”) is
used to indicate any of its ordinary meanings, including “A
or B”, “A and B”, or “(A and B) and (A or B)”.

The terms “apparatus” and “device” are used generically
and interchangeably unless otherwise indicated by the par-
ticular context. Unless indicated otherwise, any disclosure of
an operation of an apparatus having a particular feature is
also expressly intended to disclose a method having an
analogous feature (and vice versa), and any disclosure of an
operation of an apparatus according to a particular configu-
ration is also expressly intended to disclose a method
according to an analogous configuration (and vice versa).
The terms “method,” “process,” “procedure,” and “tech-
nique” are used generically and interchangeably unless
otherwise indicated by the particular context. The terms
“element” and “module” may be used to indicate a portion
of a greater configuration.

As used herein, the term “communication device” refers
to an electronic device that may be used for voice and/or
data communication over a wireless communication net-
work. Examples of communication devices include cellular
phones, personal digital assistants (PDAs), handheld
devices, headsets, wireless modems, laptop computers, per-
sonal computers, etc.

Referring to FIG. 1, a particular illustrative embodiment
of a system that is operable to generate authorization data
based on biometric data and non-biometric data is disclosed
and generally designated 100. In a particular embodiment,
one or more components of the system 100 are integrated
into a communications device, a personal digital assistant
(PDA), a tablet, a computer, a music player, a video player,
an entertainment unit, a navigation device, or a set top box.

It should be noted that in the following description,
various functions performed by the system 100 of FIG. 1 are
described as being performed by certain components or
modules. However, this division of components and mod-
ules is for illustration only. In an alternate embodiment, a
function performed by a particular component or module
may be divided amongst multiple components or modules.
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Moreover, in an alternate embodiment, two or more com-
ponents or modules of FIG. 1 may be integrated into a single
component or module. Each component or module illus-
trated in FIG. 1 may be implemented using hardware (e.g.,
a field-programmable gate array (FPGA) device, an appli-
cation-specific integrated circuit (ASIC), a digital signal
processor (DSP), a controller, etc.), software (e.g., instruc-
tions executable by a processor), or any combination
thereof.

The system 100 includes a mobile device 102 coupled, via
a network 120, to an authentication device 104. In the
example of FIG. 1, the authentication device 104 is illus-
trated as being a handheld device. In alternative embodi-
ments, the authentication device 104 may be an authentica-
tion server, such as an authentication server associated with
a financial institution, a home automation system, a cloud
computing/storage system, etc. The mobile device 102
includes an authorization data generator 110 coupled to a
memory 132. The mobile device 102 may include a first
interface 134, a second interface 136, a transceiver 142, or
a combination thereof. The authentication device 104 may
be associated with or coupled to a computer security system.

During operation, a user 106 may access an enrollment
option or an authentication option of the computer security
system (e.g., the authentication device 104). For example,
the user 106 may use a phone access system, a graphical user
interface, an Internet website, and/or an application of the
mobile device 102 to access the enrollment option or the
authentication option. In response to a selection of the
enrollment option (e.g., during an enrollment phase) or in
response to a selection of the authentication option (e.g.,
during an authentication phase), the computer security sys-
tem (e.g., the authentication device 104) may indicate an
option to provide a password. The user 106 may provide
biometric data 170 (e.g., a finger print, an iris scan, an image
of a face, and/or a speech signal) to the mobile device 102,
e.g., in response to the option to provide the password. For
example, the user 106 may place a finger on or near a finger
print scanner (e.g., a camera) coupled to the mobile device
102 to provide the finger print.

As another example, the user 106 may place an eye on or
near an iris scanner (e.g., a camera) coupled to the mobile
device 102 to provide the iris scan. As an additional
example, the user 106 may use a camera coupled to the
mobile device 102 to capture the image of a face. As a
further example, the user may speak a phrase (e.g., “one-
two-three-four”) into a microphone coupled to the mobile
device 102 to provide the speech signal. The biometric data
170 may include image data (e.g., the iris scan, the image of
the face, or the finger print) or audio data (e.g., the speech
signal). In a particular embodiment, the mobile device 102
may receive the biometric data 170 via one or more inter-
faces (e.g., a first interface 134, a second interface 136, or
both). For example, the first interface 134 may be coupled to
the finger print scanner, the iris scanner, the camera, or a
combination thereof. The second interface 136 may be
coupled to the microphone.

The user 106 may also provide user input 172 (e.g., a
password) to the mobile device 102. For example, the user
106 may provide the user input 172 by typing at a keyboard
or a touchscreen coupled to the mobile device 102. As
another example, the user 106 may provide the user input
172 (e.g., an identifier) by placing an identification (ID) card
on or near an ID scanner (e.g., a camera) coupled to the
mobile device 102. As a further example, the user 106 may
provide the user input 172 by speaking (e.g., “one-two-
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three-four”) into a microphone coupled to the mobile device
102. The user input 172 may include text (e.g., a password
typed at a keyboard), image data (e.g., a scanned image of
a password) or audio data (e.g., a speech signal correspond-
ing to “one-two-three-four”).

The authorization data generator 110 may generate a key
(e.g., non-biometric data 176) based on the user input 172.
The non-biometric data 176 may include an alphanumeric
key. For example, the non-biometric data 176 (e.g., “1234”)
may correspond to text (e.g., “1234”) received as user input.
As another example, the authorization data generator 110
may perform image recognition on the user input 172 (e.g.,
an image of “1234”) to generate the non-biometric data 176.
As a further example, the authorization data generator 110
may perform speech recognition on the user input 172 (e.g.,
a speech signal corresponding to “one-two-three-four) to
generate the non-biometric data 176. In a particular embodi-
ment, the authorization data generator 110 may generate a
plurality of key values (e.g., “17, “2”, “3”, and “4”) based on
the non-biometric data 176.

In a particular embodiment, the authorization data gen-
erator 110 may perform speaker recognition on the user
input 172 (e.g., the speech signal corresponding to “one-
two-three-four”) and may determine a speaker confidence
score associated with the speaker recognition. The authori-
zation data generator 110 may perform speech recognition
on the user input 172 (e.g., the speech signal corresponding
to “one-two-three-four”) and may determine text (e.g.,
“1234”) associated with the speech recognition. The autho-
rization data generator 110 may determine the non-biometric
data 176 based on the speaker confidence score and the text.
The authorization data generator 110 may store the user
input 172, the non-biometric data 176, or both, in the
memory 132.

The authorization data generator 110 may generate the
authorization data 178 based on the biometric data 170 and
the non-biometric data 176. For example, the authorization
data generator 110 may extract biometric features 182 of the
biometric data 170. The authorization data generator 110
may generate modified biometric features 184 by modifying
the biometric features 182 based on the non-biometric data
176. For example, the authorization data generator 110 may
determine a feature correspondence between each of the
biometric features 182 and a particular key value of the
plurality of key values. To illustrate, the feature correspon-
dence may indicate that a first subset of the biometric
features 182 corresponds to a first key value (e.g., “1”) of the
plurality of key values, may indicate that a second subset of
the biometric features 182 corresponds to a second key value
(e.g., “27”) of the plurality of key values, and so on. The
biometric features 182 may include spikes of a finger print
scan, iris features of an iris scan, facial features of an image
of a face, or speech features of a speech signal. The
authorization data generator 110 may generate the modified
biometric features 184 by modifying a particular feature (a
particular spike, a particular iris feature, a particular facial
feature, or a particular speech feature). For example, the
authorization data generator 110 may modify the particular
feature to generate a modified feature of the modified
biometric features 184 by applying a one-way function to a
product, a ratio, a sum, or a difference of the particular
feature and a corresponding key value of the plurality of key
values. The one-way function may include a hash function,
a hyperbolic tangent function, or another hyperbolic func-
tion.

The authorization data generator 110 may generate the
authorization data 178 (e.g., second biometric data 180, a
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second image 196, or audio data 198) based on the modified
biometric features 184. For example, the modified biometric
features 184 may correspond to a modified finger print, a
modified iris scan, a modified image of a face, or a modified
speech signal. The authorization data generator 110 may
generate the second biometric data 180 (e.g., a second finger
print scan, a second iris scan, a second image of a face, or
a second speech signal) based on the modified biometric
features 184, as described with reference to FIGS. 3-4. The
authorization data generator 110 may store the second
biometric data 180 in the memory 132. The biometric data
170 may be “irrecoverable” or “non-recoverable” from the
second biometric data 180 because the second biometric
data 180 is generated by applying a one-way function to the
biometric data 170, where properties of the one-way func-
tion make recovering the biometric data 170 from the second
biometric data 180 difficult, impractical, and/or impossible
within a reasonable (e.g., threshold) amount of time.

In a particular embodiment, the authorization data gen-
erator 110 may select a first image 194 of images 190. The
first image 194 may be selected based on the biometric data
170. The images 190 may include non-biometric images.
For example, the images 190 may include an image of
scenery, an image of a landmark, an image of a cartoon
character, an image of a drawing, an image of a logo, etc.

The authorization data generator 110 may generate the
second image 196 by modifying the first image 194 based on
the non-biometric data 176. For example, the authorization
data generator 110 may select the first image 194 based on
the modified biometric features 184 and an image mapping
192. The image mapping 192 may map various biometric
features to the images 190. For example, the image map-
pings 192 may indicate that the modified biometric features
184 map to the first image 194. The image mappings 192
may include default values, user preferences, or both.

The authorization data generator 110 may generate the
second image 196 by modifying the first image 194 based on
the non-biometric data 176. For example, authorization data
generator 110 may generate the second image 196 by
applying at least one of a rotation function, a scaling
function, a noise function, a blurring function, or a shading
function to the first image 194 based on the non-biometric
data 176, as described with reference to FIG. 6. An extent of
modification of the first image 194 may be based on the
non-biometric data 176. The authorization data generator
110 may store the second image 196 in the memory 132.

In a particular embodiment, the authorization data gen-
erator 110 may generate the audio data 198 by sonifying
(e.g., converting to audio data or generating audio data
representative of non-audio data) the biometric data 170
based on the non-biometric data 176. For example, the
authorization data generator 110 may generate a spectral
envelope 160 based on the biometric features 182 and may
generate a note sequence 162 based on the non-biometric
data 176, as described with reference to FIGS. 3 and 6-7.
The audio data 198 may include the spectral envelope 160
and the note sequence 162. The authorization data generator
110 may store the audio data 198 in the memory 132

In a particular embodiment, the authorization data gen-
erator 110 may refrain from storing the biometric data 170,
the user input 172, or both, in the memory 132. In a
particular embodiment, the authorization data generator 110
may, subsequent to generating the authorization data 178,
remove (e.g., mark for deletion) the biometric data 170, the
user input 172, or both, from the memory 132.

The authorization data generator 110 may provide the
authorization data 178 to the user 106. For example, the
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authorization data generator 110 may display the authoriza-
tion data 178 at a display device coupled to the mobile
device 102 or may output the authorization data 178 via a
speaker coupled to the mobile device 102. The user 106 may
provide input accepting or rejecting the authorization data
178. The authorization data generator 110 may, in response
to receiving the input indicating that the authorization data
178 is rejected by the user 106, prompt the user 106 to
provide the biometric data 170 and the user input 172 again
and may regenerate the authorization data 178.

The authorization data generator 110 may transmit, via
the transceiver 142, the authorization data 178 to the authen-
tication device 104, e.g., in response to receiving the input
indicating that the authorization data 178 is accepted by the
user 106. For example, the authorization data generator 110
may provide the authorization data 178 to the authentication
device 104 as a selection of the option to provide the
password to the computer security system. The authorization
data generator 110 may encrypt the authorization data 178
based on a particular cryptosystem (e.g., Rivest Shamir
Adleman (RSA) algorithm, Diffie-Hellman key exchange
scheme, an elliptic curve cryptography scheme, etc.) prior to
transmission. In a particular embodiment, the mobile device
102 and the authentication device 104 may conduct an
authenticated session when the authenticated device 104
authenticates the user 106 based on the authorization data
178. Encryption of data and conducting authenticated ses-
sions are further described with reference to FIGS. 20-22.

The authentication device 104 may, during the enrollment
phase, store the authorization data 178 in memory. The
authentication device 104 may, during the authentication
phase, compare the authorization data 178 to enrollment
authorization data previously stored in the memory and may
selectively provide access to the computer security system
based on the comparison.

In a particular embodiment, the authorization data gen-
erator 110 may align the biometric data 170 prior to gener-
ating the authorization data 178. For example, the authori-
zation data generator 110 may have access to other biometric
data (e.g., enrollment biometric data). To illustrate, the
authorization data generator 110 may receive the enrollment
biometric data from the user 106 during an enrollment
phase, may generate enrollment authorization data based on
the enrollment biometric data, and may provide the enroll-
ment authorization data to the authentication device 104.
The authorization data generator 110 may store the enroll-
ment biometric data in the memory 132. The authorization
data generator 110 may receive the biometric data 170
during an authentication phase. The authorization data gen-
erator 110 may align the biometric data 170 with the
enrollment biometric data, as described with reference to
FIG. 10, prior to generating the authorization data 178 to
increase a likelihood of the authorization data 178 corre-
sponding to the enrollment authorization data.

In a particular embodiment, the biometric data 170 may
have a first format (e.g., image or audio). The user input 172
may have a second format (e.g., image, audio, or text). The
authorization data 178 may have a third format (e.g., image,
audio, or text). The authorization data generator 110 may
generate the authorization data 178 by converting the bio-
metric data 170 and the user input 172 to a common format
(e.g., the third format). The first format and the second
format may be distinct or the same. The third format may be
the same as or distinct from the first format, the second
format, or both.

For example, the authorization data generator 110 may
receive the biometric data 170 in an image format (e.g., a
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finger print scan, an iris scan, or an image of a face). The
authorization data generator 110 may generate the modified
biometric features 184 by applying a one-way function to
the biometric features 182. The authorization data generator
110 may generate biometric audio 186 based on the modified
biometric features 184. For example, the authorization data
generator 110 may sonify the modified biometric features
184 to generate the audio data 198, as described with
reference to FIG. 7. In a particular embodiment, the autho-
rization data generator 110 may generate intermediate audio
data by sonifying the modified biometric features 184 and
may generate the audio data 198 by combining the interme-
diate audio data with the non-biometric data 176 (or an audio
version of the non-biometric data 176).

As another example, the authorization data generator 110
may receive the biometric data 170 in an audio format (e.g.,
a speech signal). The authorization data generator 110 may
generate the modified biometric features 184 by applying a
one-way function to the biometric features 182. The autho-
rization data generator 110 may generate the second image
196 or the second biometric data 180 (e.g., a synthetic finger
print or a synthetic iris scan) based on the modified biomet-
ric features 184, as described with reference to FIG. 3. In a
particular embodiment, the authorization data generator 110
may generate intermediate image data by performing image
processing on the modified biometric features 184 and may
generate the second image 196 or the second biometric data
180 by combining the intermediate image with the non-
biometric data 176 (or an image corresponding to the
non-biometric data 176).

In a particular embodiment, the biometric data 170 may
include multiple types of biometric data. For example, the
biometric data 170 may include first biometric data corre-
sponding to one of a finger print, an iris scan, or a speech
signal of the user 106 and may include second biometric data
corresponding to another of a finger print, an iris scan, or a
speech signal of the user 106. The biometric data 170 may
be received via multiple interfaces. For example, the finger
print may be received via the first interface 134 and the
speech signal may be received via the second interface 136.
The first biometric data and the second biometric data may
have a same format (e.g., audio or image) or a distinct
format.

The authorization data generator 110 may convert the first
biometric data and the second biometric data to a common
format and may generate the authorization data 178 by
combining the converted biometric data. For example, the
first biometric data may include the finger print (e.g., image
data) and the second biometric data may include the speech
signal (e.g., audio data). The authorization data generator
110 may sonify the first biometric data (e.g., the finger print)
and may combine the sonified first biometric data (e.g., the
sonified finger print) and the second biometric data (e.g., the
speech signal) to generate the biometric data 170, as
described with reference to FIG. 14. The authorization data
generator 110 may generate the authorization data 178 based
on the biometric data 170 and the non-biometric data 176. In
a particular embodiment, the non-biometric data 176 may be
generated based on the second biometric data. For example,
the authorization data generator 110 may perform speech
recognition or speaker recognition on the second biometric
data to generate the non-biometric data 176, as described
herein.

The system 100 of FIG. 1 may thus enable the user 106
to modity a password of a computer security system by
providing different non-biometric data. In addition, the
password may be based on biometric data and may be more
secure than a password based only on non-biometric data.
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Using a one-way function to generate the password may
make the biometric data difficult to derive (e.g., reverse
engineer) from the password.

Referring to FIG. 2, a diagram of a particular embodiment
of an authorization data generator is disclosed and generally
designated 200. The system 200 may correspond to portions
of the system 100 of FIG. 1. For example, the system 200
includes the authorization data generator 110 of FIG. 1.

The authorization data generator 110 may receive the
biometric data 170 (e.g., a finger print, an iris scan, an image
of'a face, and/or a speech print), as described with reference
to FIG. 1. The authorization data generator 110 may receive
a key (e.g., the non-biometric data 176) based on the user
input 172. The non-biometric data 176 (or key) may include
a speaker recognition score generated by performing speaker
recognition on the user input 172, text (e.g., generated by
performing speech recognition on the user input 172), or
both.

The authorization data generator 110 may apply a one-
way function to the biometric data 170 and the non-biomet-
ric data 176 (e.g., the key) to generate the authorization data
178. In a particular embodiment, the one-way function may
be a default function, a user selected function, or both. The
biometric data 170 (b) may have a first length (length(b)). In
a particular embodiment, the first length (length(b)) may
correspond to a count of features included in the biometric
features 182 of the biometric data 170 (b). For example, the
biometric data 170 (b) may include a finger print scan, the
biometric features 182 may include spikes of the finger print
scan, and the first length (length(b)) may include a count of
the spikes. As another example, the biometric features 182
may include iris features, facial features, or speech features.
In this example, the first length (length(b)) may include a
count of the iris features, a count of the facial features, or a
count of the speech features.

The non-biometric data 176 (k) may have a second length
(length(k)). In a particular embodiment, the second length
(length(k)) may correspond to a count (e.g., 4) of a plurality
of key values (e.g., “17, “2”, “3”, and “4”) generated from
the non-biometric data 176 (k). In a particular embodiment,
k(i) may correspond to a particular key value of the plurality
of key values. N may be a minimum of the first length
(length(b)) and the second length (length(k)). The authori-
zation data generator 110 may generate a particular value
(e.g., y(1)) of the authorization data 178 (y) by apply the
one-way function (e.g., a hash function, a hyperbolic tangent
function, or another hyperbolic function) to a ratio of
corresponding values of b and k. For example, if the first
length (length(b)) is greater than the second length (length
(k)), the authorization data generator 110 may generate y(i)
by applying the one-way function to b(i)/k(i modulus N). As
another example, if the first length (length(b)) is less than or
equal to the second length (length(k)), the authorization data
generator 110 may generate y(i) by applying the one-way
function to b(i modulus N)/k(1).

The system 200 may thus generate the authorization data
178 by applying a one-way function to the biometric data
170 and the key (e.g., the non-biometric data 176). The
biometric data 170 and the non-biometric data 176 may have
distinct lengths or the same length. Using a one-way func-
tion to generate the authorization data 178 may make it
difficult to derive the biometric data 170 from the authori-
zation data 178 and may thus reduce a risk of the biometric
data 170 being compromised.

Referring to FIG. 3, a diagram of a particular embodiment
of a system including the authorization data generator 110 is
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disclosed and generally designated 300. The authorization
data generator 110 may include an aligner 304 coupled to a
feature extractor 306. The feature extractor 306 may be
coupled to a domain converter 308 and to an image genera-
tor 312. The authorization data generator 110 may also
include a non-biometric data analyzer 302 coupled to the
image generator 312. The domain converter 308 and the
non-biometric data analyzer 302 may be coupled to an audio
generator 314.

In a particular embodiment, the authorization data gen-
erator 110 may include fewer components, more compo-
nents, and/or different components than illustrated in FIG. 3.
In a particular embodiment, two or more components of the
authorization data generator 110 may be combined. One or
more components of the authorization data generator 110
may be implemented in hardware. In a particular embodi-
ment, one or more components of the authorization data
generator 110 may include a processor configured to execute
instructions to perform one or more operations described
herein.

The authorization data generator 110 may receive, via the
first interface 134, the biometric data 170 (e.g., a finger print,
an iris scan, an image of a face, and/or a speech print), as
described with reference to FIG. 1. For example, the aligner
304, the feature extractor 306, or both, may receive the
biometric data 170 via the first interface 134. For example,
the aligner 304 may receive the biometric data 170 when the
biometric data 170 is received during an enrollment phase.
The aligner 304 may generate aligned biometric data 370
based on the biometric data 170, as further described with
reference to FIG. 4. The aligner 304 may provide the aligned
biometric data 370 to the feature extractor 306.

The feature extractor 306 may generate the biometric
features 182 based on the biometric data 170 or the aligned
biometric data 370, as further described with reference to
FIG. 4. The feature extractor 306 may provide the biometric
features 182 to the domain converter 308 and to the image
generator 312.

The domain converter 308 may generate intermediate
audio data 398, as further described with reference to FIG.
4. For example, the biometric data 170 may be in a first
domain or format (e.g., image or audio). The domain con-
verter 308 may perform feature domain transfer on the
biometric features 182 to generate intermediate data in a
second domain or format (e.g., the intermediate audio data
398 or intermediate image data), as further described with
reference to FIG. 4.

The domain converter 308 may provide the intermediate
audio data 398 to the audio generator 314. The non-biomet-
ric data analyzer 302 may receive the user input 172 via the
second interface 136. The non-biometric data analyzer 302
may generate the non-biometric data 176 based on the user
input 172, as described with reference to FIG. 1. The
non-biometric data analyzer 302 may provide the non-
biometric data 176 to the image generator 312 and to the
audio generator 314. The image generator 312 may generate
the second biometric data 180, the second image 196, or
both, as further described with reference to FIG. 4. The
audio generator 314 may generate the audio data 198 based
on the intermediate audio data 398 and the non-biometric
data 176, as further described with reference to FIG. 4.

The authorization data generator 110 may thus enable
receiving biometric data in a first domain (e.g., image or
audio) and generating authorization data in a second domain
(e.g., audio or image). A user may thus provide biometric
data in a first format and generate authorization data in a
second format. For example, the user may provide biometric
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data in an image format and use a plain old telephone service
(POTS) device (or a device that is configured to place voice
calls) to send the authorization data in an audio format to an
authentication device. To illustrate, the authorization data
may include a POTS-compatible analog audio signal in a
frequency range of 300 hertz (Hz) to 3400 Hz.

Referring to FIG. 4, a diagram of a particular embodiment
of a method of generating authorization data based on
biometric data and non-biometric is disclosed and generally
designated 400. The method 400 may be performed by the
system 100 of FIG. 1, the system 300 of FIG. 3, or both. For
example, one or more operations of the method 400 may be
performed by the authorization data generator 110, the
mobile device 102, the authentication device 104, or a
combination thereof.

One or more local operations indicated by 402, 404, 406,
410, and 412 may be performed by the authorization data
generator 110 of FIG. 1. One or more remote operations
indicated by 414 and 416 may be performed by the authen-
tication device 104 of FIG. 1. In a particular embodiment,
the authorization data generator 110, the authentication
device 104, or both, may perform image domain operations
indicated by 402, 404, 406, and 414, may perform audio
domain operations indicated by 410, 412, and 416, or a
combination thereof.

During operation, the authorization data generator 110
may receive the biometric data 170 and the non-biometric
data 176 (e.g., a key, such as a password). The method 400
may include alignment, at 402. For example, the authoriza-
tion data generator 110 may receive the biometric data 170
and the non-biometric data 176, as described with reference
to FIG. 1. The aligner 304 of FIG. 3 may modify (e.g., apply
a rotation function, a translation function, or a scaling
function to) the biometric data 170 to align certain features
of the biometric data 170 and other biometric data (e.g.,
template biometric data or enrollment biometric data), as
described with reference to FIG. 9, to generate aligned
biometric data 370. For example, the authorization data
generator 110 may receive the enrollment biometric data
during an enrollment phase, may receive the biometric data
170 during an authentication phase, and may align the
biometric data 170 with the enrollment biometric data to
generate the aligned biometric data 370. As another
example, the authorization data generator 110 may receive
the biometric data 170 during an enrollment phase and may
align the biometric data 170 with template biometric data to
generate the aligned biometric data 370. The template bio-
metric data may include default data.

The method 400 may also include feature extraction at
404. For example, the feature extractor 306 of FIG. 3 may
extract biometric features 182 from the biometric data 170
(or the aligned biometric data 370). To illustrate, if the
biometric data 170 corresponds to a finger print (e.g., a
finger print scan image), the biometric features 182 may
indicate spikes (e.g., singular points and minutiae) of the
finger print, as described with reference to FIG. 8. The
authorization data generator 110 may use finger print feature
extraction techniques to extract the biometric features 182.
For example, the authorization data generator 110 may use
image processing (e.g., conversion to grey scale, binariza-
tion, template pattern matching, etc.) to extract the biometric
features 182 from the finger print scan image.

As another example, if the biometric data 170 (e.g., an iris
scan image) corresponds to an iris scan, the biometric
features 182 may indicate at least one of a radial furrow, a
concentric furrow, a crypt, a collarette, or a pupil size. The
authorization data generator 110 may use iris feature extrac-
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tion techniques to extract the biometric features 182. For
example, the authorization data generator 110 may use
image processing (e.g., segmentation, normalization, tem-
plate matching, etc.) to extract the biometric features 182
from the iris scan image.

As a further example, if the biometric data 170 corre-
sponds to an image of a face, the biometric features 182 may
indicate at least one of a size, a shape, or a position of an eye,
a nose, a mouth, or a head. The authorization data generator
110 may use facial feature extraction techniques to extract
the biometric features 182. For example, the authorization
data generator 110 may use image processing (e.g., conver-
sion to grey scale, Gabor filter application, etc.) to extract
the biometric features 182 from the image of the face.

As an additional example, if the biometric data 170
corresponds to a speech signal, the biometric features 182
may indicate formant location and spectral tilt of the speech
signal. The authorization data generator 110 may use speech
signal processing (e.g., generate mel-frequency cepstral
coeflicients (MFCC), linear predictive cepstral coefficients
(LPCC), or mel-frequency discrete wavelet coefficient
(MFDWCQ)) to generate the biometric features 182 (e.g., an
estimated spectral envelope) corresponding to the speech
signal.

The method 400 may further include artificial finger
print/image generation, at 406. For example, the image
generator 312 of FIG. 3 may generate the second biometric
data 180 based on the biometric features 182. The image
generator 312 may apply a one-way function to the biomet-
ric features 182 to generate the modified biometric features
184 of FIG. 1 based on the non-biometric data 176, as
described herein. The one-way function may include a hash
function, a hyperbolic tangent function, or another hyper-
bolic function. The image generator 312 may distribute the
non-biometric data 176 to the biometric features 182 based
on a one-way function to generate the modified biometric
features 184.

The image generator 312 may generate each modified
feature value of the modified biometric features 184 by
applying the one-way function to a key value of the non-
biometric data 176 and a feature value of the biometric
features 182. In a particular embodiment, the image genera-
tor 312 may apply the one-way function to a ratio, a product,
a sum, and/or a difference of the key value and the feature
value to generate the modified feature value.

For example, if the biometric data 170 corresponds to a
finger print (e.g., a finger print scan image), the biometric
features 182 may indicate spikes (e.g., singular points and
minutiae) of the finger print. The image generator 312 may
apply the one-way function to the biometric features 182 to
modify the spikes.

As another example, if the biometric data 170 (e.g., an iris
scan image) corresponds to an iris scan, the biometric
features 182 may indicate at least one of a radial furrow, a
concentric furrow, a crypt, a collarette, or a pupil size. The
image generator 312 may apply the one-way function to the
biometric features 182 to modify the at least one of the radial
furrow, the concentric furrow, the crypt, the collarette, or the
pupil size to generate the modified biometric features 184.

As a further example, if the biometric data 170 corre-
sponds to an image of a face, the biometric features 182 may
indicate at least one of a size, a shape, or a position of an eye,
a nose, a mouth, or a head. The image generator 312 may
apply the one-way function to the biometric features 182 to
modify the at least one of the size, the shape, or the position
of the eyes, the nose, the mouth, or the head to generate the
modified biometric features 184.
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As an additional example, if the biometric data 170
corresponds to a speech signal, the biometric features 182
may indicate formant location and spectral tilt of the speech
signal. The image generator 312 may apply the one-way
function to the biometric features 182 to modify the formant
location and/or the spectral tilt to generate the modified
biometric features 184.

In a particular embodiment, the image generator 312 may
apply a rotation function, a scaling function, a blurring
function, a shading function, a noise function, or a combi-
nation thereof, to the biometric features 182, the biometric
data 170, or the aligned biometric data 370 to generate the
modified biometric features 184, the second biometric data
180, or both.

The image generator 312 may generate the second bio-
metric data 180 based on the modified biometric features
184. For example, if the biometric data 170 corresponds to
a finger print (e.g., a finger print scan image), the image
generator 312 may use synthetic finger print generation
techniques to generate the second biometric data 180 cor-
responding to the modified spikes indicated by the modified
biometric features 184.

As another example, if the biometric data 170 (e.g., an iris
scan image) corresponds to an iris scan, the image generator
312 may use synthetic iris scan generation techniques to
generate the second biometric data 180 corresponding to the
modified radial furrow, the modified concentric furrow, the
modified crypt, the modified collarette, and/or the modified
pupil size as indicated by modified biometric features 184.

As a further example, if the biometric data 170 corre-
sponds to an image of a face, the image generator 312 may
use synthetic facial image generation techniques to generate
the second biometric data 180 corresponding to the modified
size, the modified shape, or the modified position of the eye,
the nose, the mouth, or the head indicated by the modified
biometric features 184.

As an additional example, if the biometric data 170
corresponds to a speech signal, the image generator 312 may
use synthetic voice generation techniques to generate the
second biometric data 180 corresponding to the modified
formant location and/or the modified spectral tilt indicated
by the modified biometric features 184.

As another example, the image generator 312 may select
the first image 194 of FIG. 1 based on the biometric features
182. To illustrate, the image mapping 192 of FIG. 1 may
indicate a mapping between the biometric features 182 and
the first image 194, and the image generator 312 may select
the first image 194 based on the mapping. The image
generator 312 may generate the second image 196 by
modifying the first image 194 based on the non-biometric
data 176, as described with reference to FIG. 1.

The method 400 may also, or in the alternative, include
feature domain transfer, at 410. For example, the authori-
zation data generator 110 of FIG. 1 may receive the bio-
metric data 170 in a first domain or format (e.g., image or
audio). The domain converter 308 of FIG. 3 may perform
feature domain transfer on the biometric features 182 to
generate intermediate data in a second domain or format
(e.g., the intermediate audio data 398 or intermediate image
data).

In a particular embodiment, the authorization data gen-
erator 110 may receive the biometric data 170 as image data
(e.g., a finger print scan, an iris scan, or an image of a face)
and the domain converter 308 may sonify the biometric
features 182 to generate the intermediate audio data 398. For
example, the authorization data generator 110 may generate
the spectral envelope 160 based on the biometric features
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182, as described with reference to FIG. 6. The spectral
envelope 160 may correspond to the intermediate audio data
398.

In another particular embodiment, the authorization data
generator 110 may receive the biometric data 170 as audio
data (e.g., a speech signal) and the domain converter 308
may generate intermediate image data based on the biomet-
ric features 182. The intermediate image data may include
synthesized biometric data or a particular image of the
images 190. For example, the biometric features 182 may
indicate an estimated spectral envelope of the speech signal.
The domain converter 308 may modify a biometric template
(e.g., an iris scan template, a finger print template, a template
facial image) based on the estimated spectral envelope to
generate the synthesized biometric data.

The method 400 may further include sound generation, at
412. For example, the audio generator 314 of FIG. 3 may
generate the audio data 198 based on the intermediate audio
data 398 (e.g., the spectral envelope 160) and the non-
biometric data 176. To illustrate, the audio generator 314
may generate the note sequence 162 based on the non-
biometric data 176, as described with reference to FIG. 6.
The audio data 198 may include the spectral envelope 160
and the note sequence 162.

In a particular embodiment, the image generator 312 of
FIG. 3 may generate the second biometric data 180 or the
second image 196 based on the intermediate image data. For
example, the image generator 312 may modify the interme-
diate image data (e.g., synthesized biometric data or the
particular image of the images 190) based on the non-
biometric data 176. In a particular embodiment, the image
generator 312 may apply a rotation function, a scaling
function, a shading function, a blurring function, a noise
function, or a combination thereof to the synthesized bio-
metric data (or the particular image) to generate the second
biometric data 180 (or the second image 196).

The method 400 may also include finger print/image
recognition, at 414. For example, the authorization data
generator 110 of FIG. 1 may provide the second biometric
data 180 or the second image 196 to the authentication
device 104. The authentication device 104 may perform
image recognition by comparing the second biometric data
180 or the second image 196 to another image. For example,
the other image may be received by the authentication
device 104 during an enrollment phase and may be stored in
memory. The authentication device 104 may selectively
provide access to a computer security system based on the
comparison. For example, the authentication device 104
may generate a similarity (or confidence) score based on the
comparison and may provide access to the computer security
system based on determining that the similarity score satis-
fies a particular threshold. In a particular embodiment, the
authentication device 104 may receive the second biometric
data 180 or the second image 196 during an enrollment
phase and may store the second biometric data 180 or the
second image 196 in memory.

The method 400 may also or in the alternative include
audio finger print generation, at 416. For example, the
authorization data generator 110 of FIG. 1 may provide the
audio data 198 to the authentication device 104. The authen-
tication device 104 may perform audio finger print recog-
nition by comparing the audio data 198 to another audio
data. For example, the other audio data may be received by
the authentication device 104 during an enrollment phase
and may be stored in memory. The authentication device 104
may selectively provide access to a computer security sys-
tem based on the comparison. For example, the authentica-
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tion device 104 may generate a similarity (or confidence)
score based on the comparison and may provide access to
the computer security system based on determining that the
similarity score satisfies a particular threshold. In a particu-
lar embodiment, the authentication device 104 may receive
the audio data 198 during an enrollment phase and may store
the audio data 198 in memory.

In a particular embodiment, the authorization data gen-
erator 110 may perform one or more operations of the
method 400 based on a user preference. For example, if the
user preference indicates that image authorization data is to
be generated, the authorization data generator 110 may
perform 402, 404, and 406. In this example, the authenti-
cation device 104 may perform 414. As another example, if
the user preference indicates that audio authorization data is
to be generated, the authorization data generator 110 may
perform 402, 404, 410, and 412. In this example, the
authentication device 104 may perform 416.

In a particular embodiment, the authorization data gen-
erator 110 may perform one or more operations of the
method 400 based on a mode of authorization data trans-
mission. For example, the authorization data generator 110
may perform 402, 404, 410, and 412 in response to deter-
mining that the mode of authorization data transmission
corresponds to a plain old telephone service (POTS). In this
example, the authentication device 104 may perform 416. As
another example, the authorization data generator 110 may
perform 402, 404, 406, 410, and 412 in response to deter-
mining that the mode of authorization data transmission
corresponds to an Internet. To illustrate, the authorization
data generator 110 may transmit the second biometric data
180, the second image 196, the audio data 198, or a
combination thereof. In this example, the authentication
device 104 may perform 414, 416, or both.

In a particular embodiment, the authorization data gen-
erator 110 may perform operations 402, 404, 406, and 412.
For example, the authorization data generator 110 may
receive the biometric data 170 in an image domain. The
authorization data generator 110 may perform alignment 402
to generate the aligned biometric data 370 based on the
biometric data 170, may perform feature extraction 404 to
generate the biometric features 182 based on the aligned
biometric data 370, and may perform artificial finger print/
image generation 406 to generate the second biometric data
180, the second image 196, or both, based on the biometric
data 170, the biometric features 182, and/or the non-bio-
metric data 176. The authorization data generator 110 may
perform sound generation 412 based on the second biomet-
ric data 180, the second image 196, or both. The authoriza-
tion data generator 110 may generate the audio data 198 by
sonitying the second biometric data 180, the second image
196, or both.

An audio data mapping may map the images (e.g., the
images 190, modified versions of the images 190, and/or the
second image 196) to audio data (e.g., spectral envelopes,
sound waves, etc.). The authorization data generator 110
may select the audio data 198 (e.g., a spectral envelope, a
sound wave, etc.) based on the audio data mapping and the
second image 196. As another example, the authorization
data generator 110 may generate the audio data 198 (e.g., a
spectral envelope) based on the second biometric data 180.
The authorization data generator 110 may provide the audio
data 198 to the authentication device 104. The authentication
device 104 may perform operation 416 based on the audio
data 198.

The method 400 may thus enable receiving biometric data
in a first domain (e.g., image or audio) and generating
authorization data in a second domain (e.g., audio or image).
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A user may thus provide biometric data in a first format and
generate authorization data in a second format. For example,
the user may provide biometric data in an image format and
use a plain old telephone service (POTS) device (or a device
that is configured to place voice calls) to send the authori-
zation data in an audio format to an authentication device.

Referring to FIG. 5, a diagram of a particular embodiment
of a method of generating authorization data is shown and
generally designated 500. The authorization data may
include second biometric data generated based on first
biometric data. In a particular embodiment, the method 500
may be performed by the authorization data generator 110 of
FIG. 1. The method 500 may include feature extraction 404
of FIG. 4. For example, the authorization data generator 110
of FIG. 1 may generate the biometric features 182 based on
the biometric data 170, as described with reference to FIGS.
1 and 3-4.

In a particular embodiment, the biometric data 170 may
correspond to a finger print scan. The authorization data
generator 110 may generate a density map and a directional
map based on the finger print scan. For example, the finger
print scan may indicate spikes including a plurality of ridge
lines. The authorization data generator 110 may generate the
density map to indicate a density of the plurality of ridge
lines, and may generate the directional map to indicate
orientations of tangents to the plurality of ridge lines. The
biometric features 182 may include the directional map and
the density map.

The method 500 may also include performing key align-
ment and distribution, at 502. For example, the authorization
data generator 110 of FIG. 1 may perform key alignment and
distribution on the non-biometric data 176 and the biometric
data 170 to generate the alignment data 520. The authori-
zation data generator 110 may align the biometric data 170
by identifying a center point 512 of the biometric data 170.
For example, the biometric data 170 may correspond to an
iris scan, a finger print scan, an image of a face, or a speech
signal. The authorization data generator 110 may align the
biometric data 170 by identitying the center point 512 as a
center (or centroid) of an iris indicated by the iris scan, as a
center (or centroid) of a finger indicated by the finger print
scan, as a center (or centroid) of a nose indicated by the
image of the face, or as a mid-point of an utterance indicated
by the speech signal.

The non-biometric data 176 may include a first number
(e.g., 4) of values (k) (e.g., “17, “2”, “3”, and “4”). The
authorization data generator 110 may distribute the non-
biometric data 176 by dividing the biometric data 170 (e.g.,
a finger print scan, an iris scan, an image of a face, or a
speech signal) into the first number (e.g., 4) of segments (b)
based on the center point 512.

The alignment data 520 may indicate a particular value
(e.g., k(i)) of the non-biometric data 176 corresponding to
each segment (e.g., b(i)) of the biometric data 170. For
example, the alignment data 520 may indicate that a segment
504 (e.g., b(0)) of the biometric data 170 corresponds to a
first key value (e.g., k(0)=1) of the non-biometric data 176,
a segment 506 (e.g., b(1)) of the biometric data 170 corre-
sponds to a second key value (e.g., k(1)=2) of the non-
biometric data 176, a segment 508 (e.g., b(2)) of the bio-
metric data 170 corresponds to a third key value (e.g.,
k(2)=3) of the non-biometric data 176, and a segment 510
(e.g., b(3)) of the biometric data 170 corresponds to a fourth
key value (e.g., k(3)=4).

For example, if the biometric data 170 corresponds to a
finger print scan, each segment of the segments 504, 506,
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508, and 510 may correspond to a distinct portion of a finger
print. As another example, if the biometric data 170 corre-
sponds to an iris scan, each segment of the segments 504,
506, 508, and 510 may correspond to a distinct portion of an
image of an iris. As a further example, if the biometric data
170 corresponds to an image of a face, each of the segments
504, 506, 508, and 510 may correspond to a distinct portion
of the image of the face. As an additional example, if the
biometric data 170 corresponds to a speech signal, each of
the segments 504, 506, 508, and 510 may correspond to a
distinct portion of the speech signal.

The method 500 may further include transforming fea-
tures, at 504. For example, the authorization data generator
110 of FIG. 1 may modify the biometric features 182 based
on the alignment data 520 to generate the modified biometric
features 184. To illustrate, the authorization data generator
110 may generate each modified feature (e.g., y(i)) of the
modified biometric features 184 by applying a one-way
function to each biometric value (e.g., b(i)) and a corre-
sponding key value (e.g., k(i)) indicated by the alignment
data 520. For example, the authorization data generator 110
may generate each segment of the second biometric data 180
by applying a one-way function to a particular segment of
the segments 504, 506, 508, and 510 and a corresponding
key value (e.g., 1, 2, 3, or 4).

In a particular embodiment, the biometric data 170 cor-
responds to a finger print scan and the biometric features 182
correspond to spikes of a finger print. In this embodiment,
the modified biometric features 184 correspond to modified
spikes. For example, the authorization data generator 110
may modify a location, an angle, or a size of a spike based
on the non-biometric data 176 to generate the modified
biometric features 184.

The authorization data generator 110 may generate a
modified density map based on a one-way function, the
density map, the spikes of the first finger print, and the
non-biometric data 176. In a particular embodiment, a
particular value of the modified density map may correspond
to:

’ D, y(i E i 1
f(x(l), y(l)) = tanl-‘(%]’ quation

where x(i)=x-coordinate of spike i, y(i)=y-coordinate of
spike i, k(i)=key value of non-biometric data 176 corre-
sponding to spike i, f(x(i), y(i))=value of density map
corresponding to x(i) and y(i), and f(x(i), y(i))=value of
modified density map corresponding to x(i) and y(i).

For example, the authorization data generator 110 may
determine an x-coordinate x(i) and a y-coordinate y(i)
corresponding to each spike of the spikes based on the
biometric data 170. The authorization data generator 110
may determine a density value f'(x(i), y(i)) of the density
map corresponding to x(i) and y(i). The authorization data
generator 110 may determine a key value k(i) corresponding
to the spike based on the non-biometric data 176. The
authorization data generator 110 may determine a modified
density value f(x(i), y(i)) corresponding to the spike by
applying a one-way function (e.g., a hyperbolic tangent
function) to a ratio of the density value f'(x(i), y(i)) and the
key value k(i).

The authorization data generator 110 may generate a
modified directional map based on a one-way function, the
spikes of the finger print, the directional map, and the
non-biometric data 176. The authorization data generator
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110 may use a first one-way function to generate the
modified density map and may use a second one-way
function to generate the modified directional map. The first
one-way function and the second one-way function may be
the same functions or distinct functions. In a particular
embodiment, a particular value of the modified directional
map may correspond to:

FxG), y() = f’(mh(%), tanh(%)), Equation 2

where x(i)=x-coordinate of spike i, y(i)=y-coordinate of
spike i, k(i)=key value of non-biometric data 176 corre-
sponding to spike i, f'(x(i), y(i))=value of directional map
corresponding to x(i) and y(i), and f(x(i), y(i))=value of
modified density map corresponding to x(i) and y(i).

For example, the authorization data generator 110 may
determine an x-coordinate x(i) and a y-coordinate y(i)
corresponding to a particular spike of the spikes based on the
biometric data 170. The authorization data generator 110
may determine a key value k(i) corresponding to the par-
ticular spike based on the non-biometric data 176. The
authorization data generator 110 may determine a modified
x-coordinate by applying a one-way function to a ratio of
x(1) and key(i) and may determine a modified y-coordinate
by applying the one-way function to a ration of y(i) and
key(i). The authorization data generator 110 may determine
a directional value

, x() 0]

1ot g5 ) o5 )
of the density map corresponding to the modified x-coordi-
nate and the modified y-coordinate. The authorization data
generator 110 may determine a modified directional value
f(x(1), y(i)) corresponding to the particular spike based on
the directional value. In a particular embodiment, the autho-
rization data generator 110 may generate the modified
directional map by moving directional values of a direc-
tional map to different coordinates based on the one-way
function and the non-biometric data 176.

In a particular embodiment, a particular value of the
modified density map may correspond to:

Sx@y @) O Pmod p,

where x(i)=x-coordinate of spike i, y(i)=y-coordinate of
spike i, k(i)=key value of non-biometric data 176 corre-
sponding to spike i, f(x(i), y(i))=value of density map
corresponding to x(1) and y(i), f(x(1), y(i))=value of modified
density map corresponding to x(i) and y(i), and p is a
particular number (e.g., a prime number).

For example, the authorization data generator 110 may
determine an x-coordinate x(i) and a y-coordinate y(i)
corresponding to each spike based on the biometric data 170.
The authorization data generator 110 may determine a
density value f'(x(1),y(1)) of the density map corresponding
to x(i) and y(i). The authorization data generator 110 may
determine a key value k(i) corresponding to the spike based
on the non-biometric data 176. The authorization data gen-
erator 110 may determine a modified density value f(x(i),
y(i)) corresponding to the spike by applying a one-way
function (e.g., a modulo function and an exponent function)
to the k(i) value and the density value f'(x(1), y(i)).

Equation 3
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The authorization data generator 110 may generate a
modified directional map based on a one-way function, the
spikes of the finger print, the directional map, and the
non-biometric data 176. In a particular embodiment, a
particular value of the modified directional map may corre-
spond to:

(D) p(0)=(k (@ Pmod p, k(Y Pmod p),

where x(i)=x-coordinate of spike i, y(i)=y-coordinate of
spike i, k(i)=key value of non-biometric data 176 corre-
sponding to spike i, f(x(i), y(i))=value of directional map
corresponding to x(i) and y(i), and f(x(i), y(i))=value of
modified density map corresponding to x(i) and y(i).

For example, the authorization data generator 110 may
determine an x-coordinate x(i) and a y-coordinate y(i)
corresponding to each spike of the spikes based on the
biometric data 170. The authorization data generator 110
may determine a key value k(i) corresponding to the spike
based on the non-biometric data 176. The authorization data
generator 110 may determine a modified x-coordinate by
applying a one-way function (e.g., a modulo function and an
exponential function) to x(i) and key(i) and may determine
a modified y-coordinate by applying the one-way function to
y(i) and key(i). The authorization data generator 110 may
determine a directional value f(k(i)*®mod p, k(i“mod p)
of the density map corresponding to the modified x-coordi-
nate and the modified y-coordinate. The authorization data
generator 110 may determine a modified directional value
f(x(1), y(i)) corresponding to the spike based on the direc-
tional value. In a particular embodiment, the authorization
data generator 110 may generate the modified directional
map by moving directional values of directional map to
different coordinates based on the one-way function and the
non-biometric data 176.

In a particular embodiment, the authorization data gen-
erator 110 may perform post-processing of the density map.
For example, the authorization data generator 110 may
modify a particular value of the density map based on:

Equation 4,

Sy @) Fx(@),y())""" mod p,

where common is a particular number. For example,
common may include a common key (e.g., alphanumeric
non-biometric data) that is shared between or provided to
both the mobile device 102 and the authentication device
104. In a particular embodiment, the authorization data
generator 110 of the mobile device 102 may generate
synthetic biometric data (e.g., a density map) of the user 106
and an authorization data generator 110 of the authentication
device 104 may generate synthetic biometric data (e.g., a
density map) of the authentication device 104, as described
with reference to FIGS. 20-21. Density maps of the user 106
and the authentication device 104 may be modified based on

Equation 5,

Sy @) Fx(@)y@) ™" mod p,

In a particular embodiment, the authorization data gen-
erator 110 of the mobile device 102 and the authorization
data generator of the authentication device 104 may modify
the density maps of the mobile device 102 and the authen-
tication device 104 to include a common number of features
(e.g., spikes). For example, a first density map of the mobile
device 102 may include a first number of features (e.g., 6)
and a second density map of the authentication device 104
may include a second number (e.g., 5) of features. The first
number of features may be lower (or greater) than the second
number of features. A first modified density map of the
mobile device 102 may include the first number of features
(or the second number of features). A second modified

Equation 5.
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density map of the authentication device 104 may include
the first number of features (or the second number of
features).

In a particular embodiment, the authorization data gen-
erator 110 may modify a shape and/or a size of the finger
print to generate the modified biometric features 184. In a
particular embodiment, the authorization data generator 110
may apply a blurring function, a rotation function, a shading
function, a noise function, or a combination thereof, based
on the non-biometric data 176 to the biometric features 182
to generate the modified biometric features 184.

The method 500 may also include generating new bio-
metric data, at 506. For example, the authorization data
generator 110 of FIG. 1 may generate the second biometric
data 180 based on the modified biometric features 184, as
described with reference to FIGS. 1 and 4. The biometric
data 170 may correspond to a finger print, an iris scan, an
image of a face, or a speech signal. The authorization data
generator 110 may generate a second finger print, a second
iris scan, a second image of a second face, or a second
speech signal based on the modified biometric features 184,
and the second biometric data 180 may include the second
finger print, the second iris scan, the second image of the
second face, or the second speech signal.

For example, authorization data generator 110 may gen-
erate the second finger print based on the modified spikes,
the modified density map, and the modified directional map.
To illustrate, the authorization data generator 110 may
generate an intermediate finger print by applying a first filter
to the modified spikes. The first filter may correspond to the
modified directional map. The authorization data generator
110 may generate the second finger print by applying a
second filter to the intermediate finger print. The second
filter may correspond to the modified density map.

In a particular embodiment, the second finger print may
include the modified spike, may have the modified size, may
have the modified shape, or a combination thereof. In a
particular embodiment, the second finger print or portions of
the second finger print may be blurred, rotated, shaded,
noisy, or a combination thereof, as compared to the finger
print.

The method 500 may thus enable generation of second
biometric data by modifying first biometric data of a user
based on non-biometric data. The user may use the second
biometric data during enrollment and authentication with a
computer security system that uses biometric data for autho-
rization. The user may use configurable biometric data for
authorization without redesign of the computer security
system.

Referring to FIG. 6, a diagram of a particular embodiment
of a system configured to select a particular image to
generate authorization data is disclosed and generally des-
ignated 600. The authorization data may be generated based
on biometric data and non-biometric data. In a particular
embodiment, the system 600 may correspond to the system
100 of FIG. 1. For example, the system 600 may include the
authorization data generator 110, the image mapping 192,
the images 190 of FIG. 1, or a combination thereof.

The images 190 may include a first image 622, a second
image 624, a third image 626, or a combination thereof. In
a particular embodiment, the first image 194 of FIG. 1 may
correspond to the first image 622, the second image 624, or
the third image 626. The image mapping 192 may indicate
that first biometric features 632 map to the first image 622,
that second biometric features 634 map to the second image
624, that third biometric features 636 map to the third image
626, or a combination thereof. In a particular embodiment,
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the biometric features 632, 634, and 636 may correspond to
spikes of a finger print, iris features of an iris scan, facial
features of an image of a face, or speech features of a speech
signal. For example, the first biometric features 632 may
include a single whorl and a single delta. The second
biometric features 634 may include no whorls, a plurality of
whorls, no deltas, or a plurality of deltas. The second
biometric features 634 may also include two or more loops.
The third biometric features 636 may include no whorls, a
plurality of whorls, no deltas, or a plurality of deltas. The
third biometric features 636 may also include fewer than two
loops.

As another example, the first biometric features 632 may
include a first range of pupil size. The second biometric
features 634 may include a second range of pupil size, where
the second range excludes the first range. The second
biometric features 634 may also include more than or equal
to a first number of crypts. The third biometric features 636
may include the second range of pupil size and fewer than
the first number of crypts.

As a further example, the first biometric features 632 may
include a first shape of a head. The second biometric features
634 may include shapes of a head other than the first shape
and may include a first range of distance between eyes. The
third biometric features 636 may include the shapes of a
head other than the first shape and may include a second
range of distance between eyes, where the second range is
distinct from the first range.

As yet another example, the first biometric features 632
may include a first set of formant locations. The second
biometric features 634 may include a second set of formant
locations distinct from the first set and may include a first
range of spectral tilt. The third biometric features 636 may
include the second set of formant locations and may include
a second range of spectral tilt distinct from the first range.

During operation, the authorization data generator 110 of
FIG. 1 may receive the biometric data 170 and the non-
biometric data 176 (e.g., a key), as described with reference
to FIG. 1. The biometric data 170 may correspond to a finger
print scan and the non-biometric data 176 may be user-
defined (e.g., based on the user input 172 of FIG. 1). The
non-biometric data 176 may correspond to, or include, the
first key 608 (e.g., “9122”), the second key 610 (e.g.,
“1034”), or the third key 612 (e.g., “4214”).

The authorization data generator 110 may extract biomet-
ric features 182 from the biometric data 170 and may
generate modified biometric features 184 by modifying the
biometric features 182 based on the non-biometric data 176,
as described with reference to FIGS. 1 and 4-5. For example,
the authorization data generator 110 may generate the first
biometric features 632 based on the first key 608, may
generate the second biometric features 634 based on the
second key 610, or may generate the third biometric features
636 based on the third key 612. The modified biometric
features 184 may include the first biometric features 632, the
second biometric features 634, or the third biometric fea-
tures 636.

The authorization data generator 110 may select a par-
ticular image of the images 190 of FIG. 1. The particular
image may be selected based on the image mapping 192 and
the modified biometric features 184. For example, the autho-
rization data generator 110 may select the first image 622 in
response to determining that the modified biometric features
184 include the first biometric features 632 and that the
image mapping 192 indicates that the first biometric features
632 correspond to the first image 622. As another example,
the authorization data generator 110 may select the second
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image 624 in response to determining that the modified
biometric features 184 include the second biometric features
634 and that the image mapping 192 indicates that the
second biometric features 634 correspond to the second
image 624. As a further example, the authorization data
generator 110 may select the third image 626 in response to
determining that the modified biometric features 184 include
the third biometric features 636 and that the image mapping
192 indicates that the third biometric features 636 corre-
spond to the third image 626.

The authorization data generator 110 may modify the
selected image based on the non-biometric data 176 to
generate the second image 196. For example, the authori-
zation data generator 110 may modify the first image 622,
the second image 624, or the third image 626 based on the
first key 608, the second key 610, or the third key 612 to
generate a first modified image 602, a second modified
image 604, or a third modified image 606, respectively. For
example, the authorization data generator 110 may apply an
image processing function (e.g., a rotation function, a blur-
ring function, a scaling, and/or a shading function) to the
first image 622 to generate the first modified image 602
based on the first key 608. To illustrate, the authorization
data generator 110 may determine an angle of rotation (e.g.,
90 degrees) based on the first key 608 and may generate the
first modified image 602 by rotating the first image 622
based on the angle of rotation.

As another example, the authorization data generator 110
may apply an image processing function (e.g., a rotation
function, a blurring function, a scaling function, and/or a
shading function) to the second image 624 to generate the
second modified image 604 based on the second key 610. To
illustrate, the authorization data generator 110 may deter-
mine an extent of scaling (e.g., 200 percent) based on the
second key 610 and may apply a scaling function corre-
sponding to the extent of scaling (e.g., 200 percent) to the
second image 624 to generate the second modified image
604. As a further example, the authorization data generator
110 may apply an image processing function (e.g., a rotation
function, a blurring function, a scaling function, and/or a
shading function) to the third image 626 to generate the third
modified image 606 based on the third key 612. To illustrate,
the authorization data generator 110 may determine an angle
of rotation (e.g., 180 degrees) and an extent of blurring (e.g.,
40 percent) based on the third key 612. The authorization
data generator 110 may rotate the third image 626 based on
the angle of rotation (e.g., 180 degrees) and may apply a
blurring filter based on the extent of blurring (e.g., 40
percent) to the rotated image to generate the third modified
image 606. The second image 196 may correspond to, or
include, the first modified image 602, the second modified
image 604, or the third modified image 606. The authori-
zation data generator 110 may transmit the second image
196, as described with reference to FIG. 1.

In a particular embodiment, the authorization data gen-
erator 110 may modify the selected image (e.g., the first
image 622, the second image 624, or the third image 626) by
applying a one-way function based on the non-biometric
data 176 to generate the second image 196. For example, the
authorization data generator 110 may determine an angle of
rotation, an extent of blurring, an extent of scaling, and/or an
extent of shading by applying a one-way function to the
non-biometric data 176 (e.g., the first key 608, the second
key 610, or the third key 612) and may modity the selected
image based on the angle of rotation, the extent of blurring,
the extent of scaling, and/or the extent of shading to generate
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the second image 196 (e.g., the first modified image 602, the
second modified image 604, or the third modified image
606).

The system 600 may thus enable a user to generate
configurable authorization data based on biometric data. The
user may use the biometric data during enrollment and
authentication with a computer security system that uses
non-biometric images for authorization. The user may use
configurable biometric data for authorization without rede-
sign of the computer security system. The biometric data
may be difficult to derive (e.g., reverse engineer) from the
authorization data, thus reducing a likelihood of the biomet-
ric data being compromised.

Referring to FIG. 7, a diagram of a particular embodiment
of' a method of generating authorization data is shown and
generally designated 700. The authorization data may be
generated by sonifying biometric data. In a particular
embodiment, the method 700 may be performed by the
authorization data generator 110 of FIG. 1.

The method 700 may include alignment 402 and feature
extraction 404 of FIG. 4. For example, the authorization data
generator 110 of FIG. 1 may receive the biometric data 170,
may generate the aligned biometric data 370 based on the
biometric data 170, and may extract the biometric features
182 based on the aligned biometric data 370, as described
with reference to FIGS. 3-4.

The method 700 may also include feature transfer, at 702.
For example, the authorization data generator 110 of FIG. 1
may generate the spectral envelope 160 based on the bio-
metric features 182, as described with reference to FIG. 1.
In a particular embodiment, the biometric features 182 may
indicate spikes (e.g., singularities and minutiae) of a finger
print. The spectral envelope 160 may correspond to the
spikes. In another particular embodiment, the biometric
features 182 may indicate features of an iris and the spectral
envelope 160 may correspond to the features of the iris. In
yet another particular embodiment, the biometric features
182 may indicate facial features and the spectral envelope
160 may correspond to the facial features.

The method 700 may further include note sequence
generation, at 704. For example, the authorization data
generator 110 of FIG. 1 may receive the non-biometric data
176 (e.g., a key). In a particular embodiment, the authori-
zation data generator 110 may receive the user input 172 of
FIG. 1 and may generate the non-biometric data 176 based
on the user input 172, as described with reference to FIG. 1.
The authorization data generator 110 may generate the note
sequence 162 based on the non-biometric data 176. For
example, the authorization data generator 110 may generate
the note sequence 162 using an arpeggiator (e.g., a rule-
based note sequence generator). The authorization data
generator 110 may provide the non-biometric data 176 (e.g.,
a four digit key) to the arpeggiator and the arpeggiator may
generate the note sequence 162 based on the non-biometric
data 176. In a particular embodiment, the arpeggiator may
generate a particular number (e.g., 10000) of different note
sequences based on a particular length (e.g., 4 digits) of the
non-biometric data 176.

The note sequence 162 may indicate at least one of a
chord (e.g., a major chord, a minor chord, a seventh chord,
a chord that diminishes per 12 pitch class, etc.), a tempo
(e.g., 60 beats per minute, 120 beats per minute, etc.), an
octave range (e.g., 1 octave, 2 octave, full range, etc.), or a
note progression (e.g., up, down, up/down, etc.). For
example, the arpeggiator may determine the at least one of
the chord (e.g., F major), the tempo (e.g., 60 beats per
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minute), the octave range (e.g., 1 octave), or the note
progression (e.g., up/down) based on the non-biometric data
176.

The authorization data generator 110 may generate the
audio data 198 of FIG. 1 by sonifying the biometric data 170
based on the non-biometric data 176. For example, the
authorization data generator 110 may sonify the biometric
data 170 by extracting the biometric features 182, by gen-
erating the spectral envelope 160 based on the biometric
features 182, and by generating the note sequence 162 based
on the non-biometric data 176, as described herein. The
audio data 198 may include, or correspond to, the spectral
envelope 160 and the note sequence 162. In a particular
embodiment, the authorization data generator 110 may com-
bine the spectral envelope 160 and the note sequence 162 to
generate an audio signal. The audio data 198 may include the
audio signal. In an alternate embodiment, the authorization
data generator 110 may transmit the spectral envelope 160
and the note sequence 162. In this embodiment, a decoder at
the authentication device 104 of FIG. 1 may combine the
spectral envelope 160 and the note sequence 162 to generate
the audio signal. The audio data 198 may include the spectral
envelope 160 and the note sequence 162.

In a particular embodiment, the authorization data gen-
erator 110 may generate the second biometric data 180 by
modifying the biometric data 170 based on the non-biomet-
ric data 176. The authorization data generator 110 may
generate the audio data 198 based on the second biometric
data 180. For example, the authorization data generator 110
may extract features of the second biometric data 180 and
may generate a spectral envelope based on the features. The
audio data 198 may include the spectral envelope generated
based on features of the second biometric data 180.

In a particular embodiment, the authorization data gen-
erator 110 may generate the second image 196 based on the
biometric data 170 and the non-biometric data 176, as
described with reference to FIG. 1. The authorization data
generator 110 may generate the audio data 198 by sonifying
the second image 196. For example, an audio data mapping
may map the images (e.g., the images 190, modified ver-
sions of the images 190, and/or the second image 196) to
audio data (e.g., spectral envelopes). The authorization data
generator 110 may select the audio data 198 based on the
audio data mapping (e.g., a spectral envelope) and the
second image 196.

In a particular embodiment, the authorization data gen-
erator 110 may generate the audio data 198 by transforming
(e.g., sonitying) the biometric data 170. For example, the
authorization data generator 110 may generate first audio
data (e.g., the spectral envelope 160, a first sound wave, a
carrier signal, etc.) based on the biometric data 170. The
authorization data generator 110 may generate second audio
data (e.g., a second spectral envelope, a second sound wave,
a modulation signal, etc.) based on the non-biometric data
176. For example, an audio data mapping may map values
of the non-biometric data 176 to audio data (e.g., spectral
envelopes, sound waves, carrier signals, etc.). The authori-
zation data generator 110 may select the second audio data
(e.g., the second spectral envelope, the second sound wave,
the modulation signal, etc.) based on the audio data mapping
and the non-biometric data 176. The authorization data
generator 110 may generate the audio data 198 by combin-
ing the first audio data (e.g., the spectral envelope 160, the
first sound wave, the carrier signal, etc.) and the second
audio data (e.g., the second spectral envelope, the second
sound wave, modulation of a carrier wave, etc.).
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In a particular embodiment, the authorization data gen-
erator 110 may generate the audio data 198 by mapping the
biometric data 170 to audio sounds within a particular
auditory range (e.g., a particular audible range, a particular
inaudible range, or a range including audible notes and
inaudible notes). For example, the authorization data gen-
erator 110 may extract the biometric features 182 from the
biometric data 170. The authorization data generator 110
may convert the biometric data 170 to a note sequence by
normalizing values of the biometric features 182 to be
within the particular auditory range. For example, a highest
value included in the biometric features 182 may correspond
to a maximum value (e.g., a highest frequency) of the
particular auditory range and a lowest value included in the
biometric features 182 may correspond to a minimum value
(e.g., a lowest frequency) of the particular auditory range.
The authorization data generator 110 may use non-linear
quantization or linear quantization to convert the biometric
data 170 to the note sequence. In a particular embodiment,
the authorization data generator 110 may convert the bio-
metric data 170 to a note sequence corresponding to a
particular musical key (e.g., Dmajor, Dminor, etc.).

The method 700 may thus enable the user to generate
audio authorization data based on biometric data. The bio-
metric data may be non-audio data (e.g., image data). The
user may use the non-audio biometric data during enroll-
ment and authentication with a computer security system
that uses audio data for authorization. The user may use
non-audio biometric data for authorization without redesign
of the computer security system.

Referring to FIG. 8, a diagram of a particular embodiment
of a system configured to generate a spectral envelope is
shown and generally designated 800. The system 800 may
generate the spectral envelope by sonifying biometric data
based on non-biometric data. In a particular embodiment,
the system 800 may correspond to the system 100 of FIG. 1.
For example, the system 800 may include the authorization
data generator 110 of FIG. 1.

During operation, the authorization data generator 110
may receive the biometric data 170, as described with
reference to FIG. 1. The biometric data 170 may be image
data (e.g., a finger print scan, an iris scan, or an image of a
face). The authorization data generator 110 may divide the
biometric data 170 into a particular number (e.g., K) of
segments 802. The authorization data generator 110 may
extract the biometric features 182 (e.g., singularity and
minutiae points of a finger print, iris features, or facial
features) from the biometric data 170, as described with
reference to FIG. 1. The iris features may include a radial
furrow, a concentric furrow, a crypt, a collarette, and/or a
pupil size. A particular segment (r) of the segments 802 may
include a subset of the biometric features 182. The memory
132 of FIG. 1 may store cosine basis functions 806. The
cosine basis functions 806 may include default values. Each
of the cosine basis functions 806 may correspond to a
particular segment (e.g., r) of the segments 802.

The authorization data generator 110 may generate an
amplitude vector 804 corresponding to the segments 802
based on the biometric features 182 (e.g., the singularity and
minutiae points of a finger print, the iris features, or the
facial features). For example, the amplitude vector 804 may
be given by:

a(r)=Z MpGD-k()|+e(r),

where a(r) is an amplitude value of the amplitude vector 804
corresponding to segment r, p(r, 1) is a particular spike (or an
iris feature or a facial feature) included in r, k(r) is a local

Equation 6
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reference point (e.g., a center coordinate) of r, and ¢(r) is a
particular weight associated with a corresponding cosine
basis function of the cosine basis functions 806. The par-
ticular weight (c(r)) may be a default value. The amplitude
value a(r) may have a particular default value (e.g., 0) if a
corresponding segment (e.g., r) does not include a spike (or
an iris feature or a facial feature).

The authorization data generator 110 may generate a
mel-band logarithmic envelope based on the amplitude
vector 804 and the cosine basis functions 806. The mel-band
logarithmic envelope may be given by:

mel-band envelope(log)=2,_,Xa(r)cos QnAr)e), Equation 7

where f=frequency and t=time. The authorization data gen-
erator 110 may generate the spectral envelope 160 by
performing mel to linear frequency conversion on the mel-
band envelope.

The system 800 may thus enable sonification of image
data. For example, a spectral envelope may be generated
based on a finger print scan, an iris scan, or an image of a
face. The spectral envelope may be used to generate audio
authorization data.

Referring to FIG. 9, a diagram of a particular embodiment
of spikes of a finger print is shown and generally designated
900. The spikes 900 include singular points 902 and minu-
tiae 904. The singular points 902 include a whorl 906, a loop
908, and a delta 910. The minutiae 904 include a ridge line
912, a bifurcation 914, and a termination 916.

Referring to FIG. 10, a diagram of biometric data align-
ment is shown and generally designated 1000. The diagram
1000 includes biometric data 170 and biometric data 1070.
The biometric data 1070 may be stored in the memory 132.

In a particular embodiment, the biometric data 1070 may
correspond to template biometric data. In an alternate
embodiment, the authorization data generator 110 of FIG. 1
may receive the biometric data 1070 during an enrollment
phase and may receive the biometric data 170 during an
authentication phase. In a particular embodiment, the bio-
metric data 1070 may include a subset of biometric data
received by the authorization data generator 110. For
example, the authorization data generator 110 may receive a
finger print scan, an iris scan, or an image of a face. The
authorization data generator 110 may store a portion (e.g.,
curvature information) of data associated with the finger
print scan, the iris scan, or the image of the face in the
memory 132 as biometric data 1070.

During operation, the authorization data generator 110
may generate the aligned biometric data 370 of FIG. 3 by
modifying the biometric data 170 (e.g., a finger print scan,
an iris scan, or an image of a face) to align the biometric data
170 with the biometric data 1070. For example, the autho-
rization data generator 110 may determine a first alignment
feature of the biometric data 1070 and a second alignment
feature of the biometric data 170. In a particular embodi-
ment, the biometric data 170 corresponds to a finger print
scan, the first alignment feature corresponds to a first cur-
vature point (e.g., a high curvature point), a first singular
point, or both, indicated by the biometric data 1070, and the
second alignment feature corresponds to a second curvature
point (e.g., a high curvature point), a second singular point,
or both, indicated by the biometric data 170. In an alternate
embodiment, the biometric data 170 corresponds to an iris
scan (or an image of a face), the first alignment feature
corresponds to a first iris feature (or a first facial feature)
indicated by the biometric data 1070, and the second align-
ment feature corresponds to a second iris feature (or a
second facial feature) indicated by the biometric data 170.
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The authorization data generator 110 may modify the
biometric data 170 to align the biometric data 170 with the
biometric data 1070 based on the first alignment feature and
the second alignment feature. For example, the authorization
data generator 110 may determine a transformation function
to apply to the biometric data 170 based on a comparison of
the first alignment feature and the second alignment feature.
In a particular embodiment, the authorization data generator
110 may compare the first curvature point, the first singular
point, or both, to the second curvature point, the second
singular point, or both.

The authorization data generator 110 may determine the
transformation function based on the comparison. For
example, the transformation function may include a scaling
function, a rotation function, and/or a translation function
that aligns the second alignment feature (e.g., the first
curvature point, the first singular point, or both) to the first
alignment feature (e.g., the second curvature point, the
second singular point, or both). For example, the authori-
zation data generator 110 may determine the transformation
function such that the second alignment feature of the
aligned biometric data 370 has the same coordinates (or has
coordinates within a threshold distance) as first coordinates
of first alignment feature of the biometric data 1070. The
authorization data generator 110 may apply the transforma-
tion function to the biometric data 170 to generate the
aligned biometric data 370 of FIG. 3.

The biometric data alignment may increase a correspon-
dence of biometric data with expected biometric data and
may reduce a likelihood of a false negative. For example, the
biometric data 1070 may be generated during an enrollment
phase based on a first finger print and the biometric data 170
may be generated during an authentication phase based on a
second finger print. Aligning the biometric data 170 with the
biometric data 1070 may increase a confidence score asso-
ciated with comparing the aligned biometric data 370 to the
biometric data 1070 when the biometric data 170 and the
biometric data 1070 are associated finger prints of the same
finger.

Referring to FIG. 11, a diagram of a particular embodi-
ment of a system configured to generate authorization data
is shown and generally designated 1100. In a particular
embodiment, the system 1100 may correspond to the system
100 of FIG. 1. The system 1100 may be associated with a
telebanking use case.

The system 1100 includes the mobile device 102. The
mobile device 102 includes a finger print sensor 1108.
During operation, the user 106 may be prompted to provide
the authorization data 178 of FIG. 1 to access an account
(e.g., a bank account) during a phone call to a telebanking
system. The user 106 may place a finger on, or near, the
finger print sensor 1108 to provide the biometric data 170 to
the authorization data generator 110 of the mobile device
102. The mobile device 102 may include a speaker and/or
speech recognizer (speaker/speech recognizer) 1104 coupled
to the authorization data generator 110. In a particular
embodiment, the authorization data generator 110 may
include the speaker/speech recognizer 1104.

The user 106 may provide the user input 172 to the
speaker/speech recognizer 1104 by speaking (e.g., “one-
two-three-four”) into a microphone coupled to the mobile
device 102. The speaker/speech recognizer 1104 may gen-
erate non-biometric data 176 based on the user input 172.
For example, the speaker/speech recognizer 1104 may gen-
erate a confidence score (e.g., 83% or 0.83) by performing
speaker recognition on the user input 172. The speaker/
speech recognizer 1104 may also generate text (e.g., “1234”)
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or a number (e.g., 1234) by performing speech recognition
on the user input 172. The speaker/speech recognizer 1104
may generate the non-biometric data 176 based on the
confidence score, the text (or the number), or both.

The mobile device 102 may include user preferences
1106. For example, the user preferences 1106 may be stored
in the memory 132 of FIG. 1. The user preferences 1106 may
indicate a type of authorization data to be generated (e.g.,
audio data, second (e.g., non-biometric) image data, or
second biometric data). The authorization data generator 110
may generate the authorization data 178 based on the
biometric data 170, the non-biometric data 176, and the user
preferences 1106. For example, when the user preferences
1106 indicate that audio data (e.g., the audio data 198 of
FIG. 1) is to be generated, the authorization data generator
110 may sonity the biometric data 170 based on the non-
biometric data 176 to generate the audio data, as described
with reference to FIG. 1. As another example, when the user
preferences 1106 indicate that second image (e.g., the sec-
ond image 196 of FIG. 1) is to be generated, the authoriza-
tion data generator 110 may generate the second image
based on the non-biometric data 176 and the biometric data
170, as described with reference to FIG. 1. As an additional
example, when the user preferences 1106 indicate that
second biometric data (e.g., the second biometric data 180 of
FIG. 1) is to be generated, the authorization data generator
110 may generate the second biometric data based on the
non-biometric data 176 and the biometric data 170, as
described with reference to FIG. 1.

The authorization data generator 110 may transmit the
authorization data 178 (e.g., the audio data 198, the second
image 196, or the second biometric data 180), as described
with reference to FIG. 1. For example, the mobile device
102 may provide the authorization data 178 during the
phone call to the telebanking system. The telebanking sys-
tem may perform enrollment or authentication based on the
authorization data 178 (e.g., the audio data 198). For
example, during enrollment, the telebanking system may
store the audio data 198 as enrollment audio data (e.g., a
password). As another example, during authentication, the
telebanking system may determine a confidence score by
comparing the audio data 198 with enrollment audio data,
and may provide access to the bank account based on the
confidence score satisfying an authentication threshold.

The system 1100 may thus enable a user to generate
authorization data based on a finger print and a speech
signal. The user may configure the authorization data by
changing a phrase used to generate the speech signal. The
authorization data is based on biometric data and may be
considered relatively secure, even if the user provides a
simple and easy-to-remember phrase to generate the autho-
rization data.

Referring to FIG. 12, a diagram of a particular embodi-
ment of a system configured to generate authorization data
is shown and generally designated 1200. In a particular
embodiment, the system 1200 may correspond to the system
100 of FIG. 1. The system 1200 may be associated with a
telebanking use case.

The system 1200 includes the mobile device 102. The
mobile device 102 may include smart eyewear. The mobile
device 102 may be coupled to or include a microphone 1202,
an iris scan sensor 1208, or both. During operation, the user
106 may provide the biometric data 170 (e.g., an iris scan)
by placing an eye near the iris scan sensor 1208. The user
106 may provide the user input 172 via the microphone
1202. The authorization data generator 110 may generate the
authorization data 178 based on the user preferences 1106,
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the non-biometric data 176, and the biometric data 170, as
described with reference to FIG. 11.

The system 1200 may thus enable a user to generate
authorization data based on an iris scan and a speech signal.
The user may configure the authorization data by changing
a phrase used to generate the speech signal. The authoriza-
tion data is based on biometric data and may be considered
relatively secure, even if the user provides a simple and
easy-to-remember phrase to generate the authorization data.

Referring to FIG. 13, a diagram of a particular embodi-
ment of method of generating a sonified audio signal is
shown and generally designated 1300. The sonified audio
signal may be generated based on biometric data. In a
particular embodiment, one or more operations of the
method 1300 may be performed by the authorization data
generator 110, the authentication device 104, or both.

The method 1300 includes receiving a finger print scan, at
1302. For example, the user 106 may provide the biometric
data 170 by touching the finger print sensor 1108 and the
authorization data generator 110 may receive the biometric
data 170, as described with reference to FIG. 11.

The method 1300 also includes receiving a password, at
1304. For example, the user 106 may provide the user input
172 by speaking a password and the authorization data
generator 110 may receive the user input 172, as described
with reference to FIG. 1.

The method 1300 further includes generating deformed
data and sonifying the deformed data based on user’s
preference setting, at 1306. For example, the authorization
data generator 110 of FIG. 1 may generate the modified
biometric features 184 by modifying the biometric features
182 extracted from the biometric data 170, as described with
reference to FIG. 1. The authorization data generator 110
may generate the audio data 198 by sonifying the modified
biometric features 184, as described with reference to FIG.
1. The authorization data generator 110 may generate the
audio data 198 based on the user preferences 1106, as
described with reference to FIG. 11.

The method 1300 also includes outputting sonified data as
sound via loudspeaker for user’s assurance, at 1308. For
example, the authorization data generator 110 may output,
via a speaker coupled to the mobile device 102, the autho-
rization data 178. The user 106 may accept or reject the
authorization data 178 provided by the speaker, as described
with reference to FIG. 1.

The method 1300 further includes sending sonified audio
signal to a far-end device (e.g., at a bank), at 1310. For
example, the authorization data generator 110 may send the
authorization data 178 to the authentication device 104, as
described with reference to FIG. 1. The authentication
device 104 may be associated with a bank (e.g., a telebank-
ing system).

The method 1300 also includes saving the sonified audio
signal by the far-end device, at 1312. For example, the
authentication device 104 of FIG. 1 may store the authori-
zation data 178 (e.g., received during an enrollment phase)
in memory as enrollment authorization data.

The method 1300 may further include using the sonified
audio signal for authentication by the far-end device, at
1314. For example, the authentication device 104 of FIG. 1
may use the authorization data 178 (e.g., received during an
authentication phase) for authentication, as described with
reference to FIG. 1. For example, the authentication device
104 may compare the authorization data 178 with enroll-
ment authorization and may selectively provide access to an
account (e.g., a bank account) to the user 106 based on the
comparison.
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The method 1300 may thus enable a user to generate
configurable and relatively secure authorization data based
on a finger print and a password. The user may reconfigure
the authorization data by changing the password. The autho-
rization data may be considered relatively secure because of
being generated from the finger print.

Referring to FIG. 14, a diagram of a particular embodi-
ment of a method of generating authorization data is shown
and generally designated 1400. The authorization data may
be generated by converting biometric data and non-biomet-
ric data to a common format. In a particular embodiment,
one or more operations of the method 1400 may be per-
formed by the authorization data generator 110, the authen-
tication device 104, or both of FIG. 1.

The method 1400 includes finger printing/iris scanning, at
1402. For example, the authorization data generator 110 may
receive first biometric data 1470 (e.g., a finger print scan
and/or an iris scan) in a first format (e.g., image data). To
illustrate, the authorization data generator 110 may receive
the first biometric data 1470 via a finger print sensor, an iris
scan sensor, or both. In a particular embodiment, the autho-
rization data generator 110 may receive the first biometric
data 1470 (e.g., an image of a face) via a camera coupled to
the mobile device 102.

The method 1400 also includes audio/voice recording, at
1404. For example, the authorization data generator 110 of
FIG. 1 may receive the second biometric data 1472 (e.g., a
speech signal, a voice print, etc.) in a second format (e.g.,
audio data). To illustrate, the authorization data generator
110 may receive the second biometric data 1472 via a
microphone coupled to the mobile device 102.

The method 1400 further includes sonification, at 1406.
For example, the authorization data generator 110 may
convert the first biometric data 1470 and the second bio-
metric data 1472 to have a common format. In the embodi-
ment illustrated in FIG. 14, the authorization data generator
110 may generate image audio 1408 by converting the first
biometric data 1470 to an audio format. For example, the
authorization data generator 110 may generate a spectro-
gram of the first biometric data 1470. The spectrogram may
indicate a particular amplitude value associated with a
particular frequency at a particular time. The first biometric
data 1470 may correspond to a bitmap image with a grid of
squares. Each square may have a particular value indicating
intensity, color, or both, of the square. The horizontal axis of
the grid may correspond to a time axis of the spectrogram
and a vertical axis of the grid may correspond to a frequency
axis of the spectrogram. The values of the squares may
correspond to amplitudes of the spectrogram.

The authorization data generator 110 may extract features
from the spectrogram. For example, the features may indi-
cate a particular amplitude value associated with a particular
frequency at a particular time. The authorization data gen-
erator 110 may generate the image audio 1408 correspond-
ing to a sequence of musical notes based on the spectrogram.
For example, the image audio 1408 may include a particular
musical note corresponding to the particular amplitude value
of the particular frequency at the particular time.

The method 1400 also includes combination, at 1408. For
example, the authorization data generator 110 of FIG. 1 may
combine the second biometric data 1472 and the image
audio 1408. To illustrate, the authorization data generator
110 may interleave or concatenate the second biometric data
1472 and the image audio 1408 to generate the biometric
data 170.

The method 1400 further includes sonified biometric
audio storage and transmission, at 1410. For example,
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authorization data generator 110 may store the biometric
data 170 in the memory 132 of FIG. 1. The authorization
data generator 110 may generate the authorization data 178
based on the biometric data 170 and the non-biometric data
176, as described with reference to FIG. 1. In a particular
embodiment, the authorization data generator 110 may gen-
erate the non-biometric data 176 from the second biometric
data 1472. For example, the authorization data generator 110
may perform speech recognition, speaker recognition, or
both, on the second biometric data 1472 to generate the
non-biometric data 176, as described with reference to FIG.
1. In an alternate embodiment, the authorization data gen-
erator 110 may receive the non-biometric data 176 indepen-
dently from receiving the first biometric data 1470 and the
second biometric data 1472. The authorization data genera-
tor 110 may transmit the authorization data 178 via the
transceiver 142 to the authentication device 104, as
described with reference to FIG. 1.

The method 1400 also includes authentication, at 1412.
For example, the authentication device 104 may perform
authentication based on the authorization data 178, as
described with reference to FIG. 1. To illustrate, the authen-
tication device 104 may compare the authorization data 178
(e.g., received during an authentication phase) to enrollment
data (e.g., received during an enrollment phase) to determine
a confidence score. The authentication device 104 may
provide access to (e.g., unlock) particular features or appli-
cations in response to determining that the confidence score
satisfies an authentication threshold. For example, the
authentication device 104 may enable access to an account
(e.g., a bank account, a mail account, a social media account,
an insurance account, a health management account, etc.) in
response to determining that the confidence score satisfies
the authentication threshold. As another example, the
authentication device 104 may provide access to a network
file repository (e.g., a software repository, a document
repository, a music repository, a video repository, etc.) in
response to determining that the confidence score satisfies
the authentication threshold. In a particular embodiment, the
authentication device 104 may provide access to (or unlock)
particular features of the device 102 in response to deter-
mining that the authentication is successful. For example,
the authentication device 104 may provide access to a
camera of the device 102 in response to determining that the
confidence score satisfies the authentication threshold.

The method 1400 may thus generating biometric data
based on first biometric data having a first format and second
biometric data having a second format. Authorization data
may be generated based on the biometric data and non-
biometric data. The method 1400 may thus enable generat-
ing authorization data based on a combination of different
types of biometric data. It may be harder to derive (e.g.,
reverse engineer) the first biometric data and/or the second
biometric data from the resulting authorization data, as
compared to authorization data generated from a single type
of biometric data.

Referring to FIG. 15, a diagram of a particular embodi-
ment of a system configured to generate authorization data
is shown and generally designated 1500. In a particular
embodiment, the system 1500 may correspond to the system
100 of FIG. 1. The system 1500 may be associated with a
telebanking use case.

The system 1500 differs from the system 1000 in that the
authorization data generator 110 of FIG. 1 may send the user
input 172 to a far-end device (e.g., the authentication device
104 of FIG. 1). The authorization data generator 110 may
send a match score 1502 to the authentication device 104.
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For example, the authorization data generator 110 may
determine a confidence score (e.g., the match score 1502)
associated with performing speaker recognition on the user
input 172. To illustrate, the authorization data generator 110
may compare the user input 172 with a first voice print
associated with the user 106 or with a generic voice print.
The authorization data generator 110 may generate a second
voice print based on the user input 172 and may compare the
second voice print with the first voice print or with the
generic voice print. The match score 1502 may be a result of
the comparison. For example, the match score 1502 may
indicate a degree of similarity between the second voice
print and the first voice print or the generic voice print. The
generic voice print may be based on a database of speech
signals associated with a group of speakers. The first voice
print may be based on speech signals (e.g., received during
a training session) of the user 106.

The authorization data generator 110 may send (e.g.,
transmit) the match score 1502 to the authentication device
104.

The authentication device 104 may receive the user input
172 (e.g., a speech signal), the match score 1502, the
authorization data 178, or a combination thereof, from the
mobile device 102. The authentication device 104 may
perform speaker recognition on the user input 172 to gen-
erate a second match score, and may compare the match
score 1502 and the second match score. The authentication
device 104 may process the authentication data 178 based on
the comparison. For example, the authentication device 104
may process the authentication data 178 in response to
determining that a difference between the match score 1502
and the second match score satisfies a particular threshold.
To illustrate, the authentication device 104 may perform
authentication based on the authorization data 178 in
response to determining that the difference satisfies the
particular threshold. The authentication device 104 may
discard the authentication data 178 in response to determin-
ing that the difference fails to satisfy the particular threshold.

The system 1500 may use a one-way function to generate
the authorization data 178 based on the biometric data 170
and the non-biometric data 176. Using the one-way function
may make it difficult to derive the biometric data 170 from
the authorization data 178 based on the user input 172, the
non-biometric data 176, or both. The system 1500 may thus
enable the user input 172, the non-biometric data 176 (e.g.,
the match score 1502), or both, to be shared with the
authentication device 104.

Referring to FIG. 16, a flow diagram of a particular
embodiment of a method of generating authorization data is
shown and generally designated 1600. The authorization
data may be generated based on biometric data and non-
biometric data. In a particular embodiment, the method 1600
may be performed by the authorization data generator 110 of
FIG. 1.

The method 1600 includes receiving first biometric data,
at 1602. For example, the authorization data generator 110
of FIG. 1 may receive the biometric data 170, as described
with reference to FIG. 1.

The method 1600 also includes receiving non-biometric
data, at 1604. For example, the authorization data generator
110 of FIG. 1 may receive the user input 172. The user input
172 may correspond to the non-biometric data 176. For
example, the authorization data generator 110 may generate
the non-biometric data 176 based on the user input 172, as
described with reference to FIG. 1.

The method 1600 further includes generating second
biometric data by modifying the first biometric data based
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on the non-biometric data, at 1606. For example, the autho-
rization data generator 110 of FIG. 1 may extract the
biometric features 182 from the biometric data 170 and may
generate the modified biometric features 184 by modifying
the biometric features 182 based on the non-biometric data
176, as described with reference to FIG. 1. The authorization
data generator 110 may generate the second biometric data
180 based on the modified biometric features 184, as
described with reference to FIG. 1.

The method 1600 also includes storing the second bio-
metric data in memory, at 1608. For example, the authori-
zation data generator 110 of FIG. 1 may store the second
biometric data 180 in the memory 132.

The method 1600 further includes transmitting the second
biometric data, at 1610. For example, the authorization data
generator 110 of FIG. 1 may transmit the second biometric
data 180 via the transceiver 142 to the authentication device
104, as described with reference to FIG. 1.

The method 1600 may thus enable synthetic biometric
data to be generated based on biometric data and non-
biometric data received from a user. The synthetic biometric
data may be used to generate authorization data. The syn-
thetic biometric data may have a same level of security as
the biometric data and may be configurable. For example, a
user may generate a different synthetic biometric data by
modifying the non-biometric data.

Referring to FIG. 17, a flow diagram of a particular
embodiment of a method of generating authorization data is
shown and generally designated 1700. The authorization
data may be generated based on biometric data and non-
biometric data. In a particular embodiment, the method 1700
may be performed by the authorization data generator 110 of
FIG. 1.

The method 1700 includes receiving biometric data, at
1702. For example, the authorization data generator 110 of
FIG. 1 may receive the biometric data 170, as described with
reference to FIG. 1.

The method 1700 also includes receiving non-biometric
data, at 1704. For example, the authorization data generator
110 of FIG. 1 may receive the user input 172. The user input
172 may correspond to the non-biometric data 176. For
example, the authorization data generator 110 may generate
the non-biometric data 176 based on the user input 172, as
described with reference to FIG. 1.

The method 1700 further includes selecting a first image
of a plurality of images, at 1706. The first image may be
selected based on the biometric data. For example, the
authorization data generator 110 of FIG. 1 may select the
first image 194 of the images 190. The first image 194 may
be selected based on the biometric data 170, as described
with reference to FIG. 1. The images 190 may be default
images or may be provided by a user (e.g., the user 106).

The method 1700 also includes generating a second image
by moditying the first image based on the non-biometric
data, at 1708. For example, the authorization data generator
110 of FIG. 1 may generate the second image 196 by
modifying the first image 194 based on the non-biometric
data 176, as described with reference to FIG. 1.

The method 1700 further includes storing the second
image in memory, at 1710. For example, the authorization
data generator 110 of FIG. 1 may store the second image 196
in the memory 132.

The method 1700 also includes transmitting the second
image, at 1712. For example, the authorization data genera-
tor 110 of FIG. 1 may transmit the second image 196 via the
transceiver 142 to the authentication device 104.
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Referring to FIG. 18, a flow diagram of a particular
embodiment of a method of generating authorization data is
shown and generally designated 1800. The authorization
data may be generated based on biometric data and non-
biometric data. In a particular embodiment, the method 1800
may be performed by the authorization data generator 110 of
FIG. 1.

The method 1800 includes receiving biometric data, at
1802. For example, the authorization data generator 110 of
FIG. 1 may receive the biometric data 170, as described with
reference to FIG. 1.

The method 1800 also includes receiving user input
corresponding to non-biometric data, at 1804. For example,
the authorization data generator 110 of FIG. 1 may receive
the user input 172. The user input 172 may correspond to the
non-biometric data 176. For example, the authorization data
generator 110 may generate the non-biometric data 176
based on the user input 172, as described with reference to
FIG. 1.

The method 1800 further includes generating audio data
by sonifying the biometric data based on the non-biometric
data, at 1806. For example, the authorization data generator
110 of FIG. 1 may generate the audio data 198 by sonifying
the biometric data 170 based on the non-biometric data 176,
as described with reference to FIG. 1.

The method 1800 also includes storing the audio data in
memory, at 1808. For example, the authorization data gen-
erator 110 of FIG. 1 may store the audio data 198 in the
memory 132 of FIG. 1.

The method 1800 further includes transmitting the audio
data, at 1810. For example, the authorization data generator
110 of FIG. 1 may transmit the audio data 198 via the
transceiver 142 to the authentication device 104, as
described with reference to FIG. 1.

The method 1800 may thus enable generating authoriza-
tion data by sonifying biometric data based on non-biomet-
ric data. The user may use non-audio (e.g., image) biometric
data to generate audio authorization data. The method 1800
may enable transmitting the authorization data during a
phone call using a plain old telephone system (POTS).

Referring to FIG. 19, a flow diagram of a particular
embodiment of a method of generating authorization data is
shown and generally designated 1900. The authorization
data may be generated based on biometric data and non-
biometric. In a particular embodiment, the method 1900 may
be performed by the authorization data generator 110 of FI1G.
1.

The method 1900 includes receiving first biometric data
in a first format, at 1902. For example, the authorization data
generator 110 of FIG. 1 may receive the first biometric data
1370, as described with reference to FIG. 1. The first
biometric data 1370 may be in a first format (e.g., image
data).

The method 1900 also includes receiving second biomet-
ric data in a second format, at 1904. For example, the
authorization data generator 110 of FIG. 1 may receive the
second biometric data 1472, as described with reference to
FIG. 14. The second biometric data 1472 may be in a second
format (e.g., audio data).

The method 1900 further includes receiving non-biomet-
ric data, at 1906. For example, the authorization data gen-
erator 110 of FIG. 1 may receive the user input 172. The user
input 172 may correspond to the non-biometric data 176. For
example, the authorization data generator 110 may generate
the non-biometric data 176 based on the user input 172, as
described with reference to FIG. 1.
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The method 1900 also includes generate authorization
data by converting the first biometric data and the second
biometric data to a common format, at 1908. The authori-
zation data is generated based on the non-biometric data. For
example, the authorization data generator 110 of FIG. 1 may
convert the first biometric data 1470 to the image audio
1408, as described with reference to FIG. 14. The image
audio 1408 and the second biometric data 1472 may have a
common format (e.g., image data). The authorization data
generator 110 may generate the biometric data 170 by
combining the image audio 1408 and the second biometric
data 1472, as described with reference to FIG. 14. The
authorization data generator 110 may generate the authori-
zation data 178 based on the biometric data 170 and the
non-biometric data 176, as described with reference to FIG.
1.

The method 1900 further includes storing the authoriza-
tion data in memory, at 1910. For example, the authorization
data generator 110 of FIG. 1 may store the authorization data
178 in the memory 132.

The method 1900 also includes transmitting the authori-
zation data, at 1912. For example, the authorization data
generator 110 of FIG. 1 may transmit the authorization data
178 via the transceiver 142 to the authentication device 104.

The method 1900 may thus enable authorization data to
be generated from different types of biometric data. The
authorization data generated from multiple types of biomet-
ric data may be more secure than authorization data gener-
ated from a single type of biometric data. For example,
generating the authorization data from multiple types of
biometric data may make it harder to derive (e.g., reverse
engineer) the biometric data from the authorization data.

Referring to FIG. 20, a diagram of a particular embodi-
ment of a method of generating authorization data is shown
and generally designated 2000. The authorization data may
be generated based on biometric data. In a particular
embodiment, the method 2000 may be performed by the
authorization data generator 110, the mobile device 102, the
authentication device 104 of FIG. 1, or a combination
thereof. For example, at least one operation of the method
2000 may be performed at the mobile device 102 and at least
one operation of the method 2000 may be performed at the
authentication device 104.

In FIG. 20, operations performed by a user device (e.g.,
the mobile device 102 of FIG. 1) associated with a user are
shown on the left-hand side, designated “USER.” Opera-
tions performed by a far-end device (e.g., associated with a
bank authentication server) are shown on the right-hand
side, designated “FAR-END.” The far-end device may
include the authentication device 104 of FIG. 1. In alterna-
tive embodiments, the far-end may represent another remote
authentication entity, such as a server associated with a
cloud storage/computing service, a home automation sys-
tem, or another system that performs user authentication
and/or secure communication. In an illustrative embodi-
ment, USER operations of FIG. 20 are performed by the
authorization data generator 110 of the mobile device 102,
and FAR-END operations of FIG. 20 are performed by an
authorization data generator of the authentication device
104.

The method 2000 includes performing feature extraction
at the far-end, at 2004, based on first “biometric data” 2002
of the far-end. The first biometric data 2002 may function as
a private key of the far-end. In a particular embodiment, the
first biometric data 2002 includes a finger print, an iris scan,
an image of a face, or a speech print of a user of the far-end
(e.g., abank employee). In an alternate embodiment, the first
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biometric data 2002 includes a private key (e.g., an integer,
a natural number, etc.) selected based on a particular cryp-
tosystem (e.g., Rivest Shamir Adleman (RSA) algorithm,
Diffie-Hellman key exchange scheme, an elliptic curve
cryptography scheme, etc.). In a particular embodiment, if
the far-end is not associated with an individual user, the first
biometric data 2002 may include arbitrary biometric data
that is uniquely associated with the far-end (e.g., data that
uniquely identifies the bank and/or a specific server owned
by the bank).

The method 2000 also includes performing feature extrac-
tion at the user device, at 2005, based on first biometric data
2001 of the user. The first biometric data may function as a
private key of the user. The first biometric data 2001 may
include a finger print of the user, an iris scan of the user, a
speech print of a user, an image of a face of the user, etc. The
first biometric data of the user may be distinct from the first
biometric data of the far-end.

The method 2000 further includes performing synthetic
fingerprint/image generation at the far-end, at 2006, based
on a common key 2003, to generate second (synthetic)
biometric data 2008 of the far-end. The common key 2003
may be selected based on a particular cryptosystem (e.g.,
Rivest Shamir Adleman (RSA) algorithm, Diffie-Hellman
key exchange scheme, an elliptic curve cryptography
scheme, etc.). For example, the common key 2003 may
correspond to a particular elliptic curve.

In a particular embodiment, the common key 2003 is a
non-biometric alphanumeric key that was previously shared
between the user device and the far-end device. For
example, the user may have shared the common key 2003
(e.g., a personal identification number (PIN)) with a bank
while setting up an account at the bank. The method 2000
also includes performing synthetic fingerprint/image gen-
eration at the user device, at 2007, based on the common key
2003, to generate second (synthetic) biometric data 2009 of
the user. Although the user device and the far-end device
may perform a common set of mathematical functions/
transforms to generate the synthetic biometric data, the
synthetic biometric data 2009 generated by the user device
may differ from the synthetic biometric data 2008 generated
by the far-end device, because the synthetic biometric data
2009 is generated at each device based on different biometric
input 2001, 2002. In a particular embodiment, the synthetic
biometric data is be generated at the user device and the
synthetic biometric data 2008 is generated at the far end
device by performing a common one-way function. In a
particular embodiment, the synthetic biometric data 2008,
the synthetic biometric data 2009, or both, may include
image data. For example, the synthetic biometric data 2008,
the synthetic biometric data 2009, or both, may correspond
to the second image 196 or to the second biometric data 180
(e.g., a synthetic finger print scan, a synthetic iris scan, a
synthetic image of a face), as described with reference to
FIG. 1.

The method 2000 further includes conducting a secure
transfer, at 2030, to transfer the synthetic biometric data
2009 of the user to the far-end and to transfer the synthetic
biometric data 2008 of the far-end to the user device. In an
example, the secure transfer 2030 is performed using an
encrypted message exchange scheme (e.g., RSA).

The method 2000 also includes performing feature extrac-
tion at the far end, at 2012, to extract features from the
transferred second (synthetic) biometric data 2010 of the
user. The method 2000 further includes performing feature
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extraction at the user device, at 2013, to extract features
from the transferred second (synthetic) biometric data 2011
of the far-end.

The method 2000 also includes performing synthetic
fingerprint/image generation at the user device, at 2015,
based on the first biometric data 2001 of the user and the
extracted features from the transferred second (synthetic)
biometric data 2011 of the far-end. The method 2000 further
includes performing synthetic fingerprint/image generation
at the far-end, at 2016, based on the first “biometric data”
2002 of the far-end and the extracted features from the
transferred second (synthetic) biometric data 2010 of the
user. As shown in FIG. 20, both the user device and the
far-end may output the same generated common biometric
data 2017. The common biometric data 2017 may be distinct
from the second (synthetic) biometric data 2010, the second
(synthetic) biometric data 2011, or both.

The common biometric data 2017 may be used to conduct
a secure and/or authenticated communication session
between the user device and the far-end device. For
example, the authentication device 104 (e.g., the far-end
device) may be configured to authenticate the mobile device
102 (e.g., the user device), a user (e.g., the user 106 of FIG.
1) of the mobile device 102, or both, based on the common
biometric data 2017. The mobile device 102 may transmit
the common biometric data 2017 via a communication
channel to the authentication device 104. The communica-
tion channel may correspond to at least one of a wireless
fidelity (Wi-Fi) network, a cellular network, a local area
network (LAN), or a wide area network (WAN). The authen-
tication device 104 may determine that the mobile device
102, the user of the mobile device 102, or both, are authen-
ticated based on determining that the common biometric
data 2017 received from the mobile device 102 and the
common biometric data 2017 generated at the authentication
device 104 are the same (or substantially similar). The
common biometric data 2017 may be encrypted at the
mobile device 102 prior to transmission to the authentication
device 104.

As another example, the common biometric data 2017
may be used as an encryption key or may be used to derive
encryption keys. The mobile device 102 (or the authentica-
tion device 104) may encrypt data based on the common
biometric data 2017 prior to transmitting the data to the
authentication device 104 (or the mobile device 102). The
data may be securely (or relatively securely) transmitted
subsequent to being encrypted based on the common bio-
metric data 2017. The biometric input 2001, 2002 may be
irrecoverable (or substantially irrecoverable) from the
encrypted data and/or the common biometric data 2017.

The authentication device 104 may be configured to
enable operation of a locking mechanism of at least one of
a building door, a house door, a vehicle door, a garage door,
or another door. For example, the authentication device 104
may enable (or disable) the locking mechanism in response
to authenticating the mobile device 102, the user of the
mobile device 102, or both. As another example, the authen-
tication device 104 may be configured to enable access to at
least one of an automatic teller machine (ATM) or a point of
sale machine. For example, the authentication device 104
may enable access to the ATM and/or the point of sale
machine in response to authenticating the mobile device
102, the user of the mobile device 102, or both.

The method 2000 may thus enable remote authentication
of'a user based on a key exchange using synthetic biometric
data. Advantageously, biometric data that uniquely identifies
the user (e.g., the first biometric data 2001 of the user) and
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the remote authentication server (e.g., the first biometric data
2002 of the far-end) may be kept secure (e.g., not transmitted
between devices).

Referring to FIG. 21, a diagram of another particular
embodiment of a method of generating authorization data is
shown and generally designated 2100. In a particular
embodiment, the method 2100 may be performed by the
authorization data generator 110, the mobile device 102, the
authentication device 104 of FIG. 1, or a combination
thereof. For example, at least one operation of the method
2100 may be performed at the mobile device 102 and at least
one operation of the method 2100 may be performed at the
authentication device 104.

In FIG. 21, operations performed by a user device asso-
ciated with a user are shown on the left-hand side, desig-
nated “USER.” Operations performed by a far-end device
(e.g., associated with a bank authentication server) are
shown on the right-hand side, designated “FAR-END.” In
alternative embodiments, the far-end may represent another
remote authentication entity, such as a server associated with
a cloud storage/computing service, a home automation sys-
tem, or another system that performs user authentication
and/or secure communication. In an illustrative embodi-
ment, USER operations of FIG. 21 are performed by the
authorization data generator 110 of the mobile device 102,
and FAR-END operations of FIG. 21 are performed by an
authorization data generator of the authentication device
104.

The method 2100 differs from the method 2000 of FIG. 20
in that the method 2100 includes exchange of features
extracted from synthetic biometric data, instead of exchang-
ing synthetic biometric data itself (e.g., to reduce messaging
overhead).

The method 2100 includes performing feature extraction
at the far-end, at 2110, to extract features from the second
(synthetic) biometric data 2008 of the far-end. The method
2100 also includes performing feature extraction, at 2111, to
extract features from the second (synthetic) biometric data
2009 of the user. The method 2100 further includes con-
ducting a secure transfer, at 2130, to exchange the extracted
features (instead of exchanging the synthetic biometric data
2008 and 2009, as in FIG. 20).

The method 2100 also includes performing synthetic
fingerprint/image generation at the user device, at 2113,
based on the first biometric data 2001 of the user and the
received features extracted from the second (synthetic)
biometric data 2008 of the far-end, to generate common
biometric data 2115. The method 2100 further includes
performing synthetic fingerprint/image generation at the
far-end, at 2114, based on the first “biometric data” 2002 of
the far-end and received features extracted from the second
(synthetic) biometric data 2009 of the user, to generate the
common biometric data 2115. The common biometric data
2115 may be used to conduct a secure and authenticated
communication session between the user device and the
far-end. As an example, the common biometric data 2115
may be used as an encryption key or may be used to derive
encryption keys

Referring to FIG. 22, a diagram of a particular embodi-
ment of a method of generating authorization data is shown
and generally designated 2200. The method 2200 differs
from the method 2000 in that the method 2200 includes
synthetic finger print/sound generation based on biometric
and a common key.

The method 2200 includes performing synthetic finger
print/sound generation at the far-end, at 2206, to generate
second (synthetic) biometric data 2208 of the far-end. The
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method 2200 also includes performing synthetic finger print/
sound generation, at 2207, to generate second (synthetic)
biometric data 2209 of the user. The synthetic biometric data
2208, the synthetic biometric data 2209, or both, may
correspond to sound data. For example, the synthetic bio-
metric data 2208, the synthetic biometric data 2209, or both,
may correspond to the second biometric data 180 (e.g., a
synthetic voice print sound data instead of exchanging
image data, as in FIG. 20). The method 2200 further includes
conducting a secure transfer, at 2230, to exchange the
generated synthetic biometric data (e.g., exchanging sound
data instead of exchanging image data, as in FIG. 20).

The method 2200 further includes performing feature
extraction 2212 at the far-end, at 2212, to extract features
from the transferred second (synthetic) biometric data 2210
of the user. The method 2200 also includes performing
feature extraction at the user device, at 2213, to extract
features from the transferred second (synthetic) biometric
data 2211 of the far-end.

The method 2200 further includes performing synthetic
finger print/sound generation at the user device, at 2215,
based on the first biometric data 2001 of the user and the
extracted features from the transferred second (synthetic)
biometric data 2211 of the far-end. The method 2200 also
includes performing synthetic finger print/sound generation
at the far-end, at 2216, based on the first “biometric data”
2002 of the far-end and the extracted features from the
transferred second (synthetic) biometric data 2210 of the
user. As shown in FIG. 22, both the user device and the
far-end may output the same generated common biometric
data 2217. The common biometric data 2217.

The common biometric data 2217 may be used to conduct
a secure and authenticated communication session between
the user device and the far-end. As an example, the common
biometric data 2217 may be used as an encryption key or
may be used to derive encryption keys. As another example,
the user device may send the common biometric data 2217
as a “password” to the far-end. The far-end may selectively
authenticate the user, the user device, or both, based on a
comparison of the common biometric data 2217 received
from the user device and the common biometric data 2217
generated at the far-end. To illustrate, the far-end may
determine that the user, the user device, or both, are authen-
ticated in response to determining that the common biomet-
ric data 2217 received from the user device matches the
common biometric data 2217 generated at the far-end.

Referring to FIG. 23, a diagram of another particular
embodiment of a method of generating authorization data is
shown and generally designated 2300. The method 2300
differs from the method 2100 in that the method 2300
includes synthetic finger print/sound generation based on
biometric and a common key. The method 2300 differs from
the method 2200 in that the method 2300 includes exchange
of features extracted from synthetic biometric data, instead
of exchanging synthetic biometric data itself (e.g., to reduce
messaging overhead).

The method 2300 includes performing feature extraction
at the far-end, at 2310, to extract features from the second
(synthetic) biometric data 2208 of the far-end. The method
2300 also includes performing feature extraction, at 2311, to
extract features from the second (synthetic) biometric data
2209 of the user. The method 2300 further includes con-
ducting a secure transfer, at 2330, to exchange features
(instead of exchanging the synthetic biometric data 2208 and
2209, as in FIG. 20).

The method 2300 also includes performing synthetic
fingerprint/sound generation at the user device, at 2313,
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based on the first biometric data 2001 of the user and the
received features extracted from the second (synthetic)
biometric data 2208 of the far-end, to generate common
biometric data 2315. The method 2300 further includes
performing synthetic fingerprint/sound generation at the
far-end, at 2314, based on the first “biometric data” 2002 of
the far-end and received features extracted from the second
(synthetic) biometric data 2209 of the user, to generate the
common biometric data 2315.

The common biometric data 2315 may be used to conduct
a secure and authenticated communication session between
the user device and the far-end. As an example, the common
biometric data 2315 may be used as an encryption key or
may be used to derive encryption keys. As another example,
the user device may send the common biometric data 2315
as a “password” to the far-end. The far-end may selectively
authenticate the user, the user device, or both, based on a
comparison of the common biometric data 2315 received
from the user device and the common biometric data 2315
generated at the far-end. To illustrate, the far-end may
determine that the user, the user device, or both, are authen-
ticated in response to determining that the common biomet-
ric data 2315 received from the user device matches the
common biometric data 2315 generated at the far-end.

Referring to FIG. 24, a diagram of a particular embodi-
ment of a system configured to generate authorization data
based on biometric data and non-biometric data is shown
and generally designated 2400. The system 2400 illustrates
“configurability” of synthetic biometric data, as described
herein.

The system 2400 includes the mobile device 102 coupled,
via a network 2420, to an authentication device 2450 (e.g.,
an authentication server of a bank) and to an authentication
device 2452 (e.g., an authentication server at a home, such
as for a home automation system). In a particular embodi-
ment, the mobile device 102 may be coupled to fewer than
two or more than two authentication devices. Moreover,
authentication devices may be associated with entities other
than a bank and a home.

The user 106 may use the mobile device 102 to access
multiple systems. For example, the user 106 may use the
mobile device 102 to access a financial system (e.g., an
online banking system, an online shopping system, a stock
exchange system, etc.). As another example, the user 106
may use the mobile device 102 to access home automation
function (e.g., a home security system, a garage door, a front
door, an entertainment system, a heating system, a cooling
system, a sprinkler system, a coffee maker, a refrigerator, a
gas range, a slow cooker, a lighting system, other appliances,
etc.) of a building. As a further example, the user 106 may
user the mobile device 102 to access systems (e.g., a
temperature control system, an engine, a security system,
doors, trunk, lights, windows, etc.) of a vehicle (e.g., a car).

The user 106 may provide the biometric data 170, via the
first interface 134 (e.g., a sensor), to the mobile device 102,
as described with reference to FIG. 1. The authorization data
generator 110 may generate the biometric features 182 based
on the biometric data 170. The authorization data generator
110 may store the biometric data 170, the biometric features
182, or both, in the memory 132 of FIG. 1. The user 106 may
provide a first bank key 2402 (e.g., user input) to access the
authentication device 2450. For example, the first bank key
2402 may correspond to a particular non-biometric key (e.g.,
letters, numbers, a date, etc.) associated with a bank account
of the user 106.

The authorization data generator 110 may generate first
synthetic biometric bank data 2422 (e.g., synthetic biometric
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data) based on the biometric data 170 and the first bank key
2402, as described with reference to FIG. 1. For example,
the first synthetic biometric bank data 2422 may correspond
to the second biometric data 180 of FIG. 1 and the first bank
key 2402 may correspond to the user input 172 of FIG. 1.
The authorization data generator 110 may provide the first
synthetic biometric bank data 2422 to the authentication
device 2450.

The authentication device 2450 may compare the first
synthetic biometric bank data 2422 to previously stored
biometric data associated with the user 106. The authenti-
cation device 2450 may determine that authentication of the
user 106 is successful in response to determining that the
first synthetic biometric bank data 2422 matches the previ-
ously stored biometric data. Thus, the first synthetic bio-
metric bank data 2422 may function as a bank “password.”
The mobile device 102 may conduct an authenticated ses-
sion with another electronic device via the network 2420
when the authentication device 2450 authenticates the user
106 based on the first synthetic biometric bank data 2422.
For example, the authentication device 2450 may include an
authentication server and may provide access to another
electronic device (e.g., a device of a financial system) in
response to determining that authentication of the user 106
is successtul. The authentication device 2450 may determine
that authentication of the user 106 is not successful in
response to determining that the first synthetic biometric
bank data 2422 does not match the previously stored bio-
metric data.

The user 106 may provide a second bank key 2404 to the
mobile device 102 (e.g., to change the bank “password”)
subsequent to successful authentication by the authentica-
tion device 2450. For example, the authorization data gen-
erator 110 may generate second synthetic biometric bank
data 2424 (e.g., synthetic biometric data) based on the
biometric data 170 and the second bank key 2404. The
authorization data generator 110 may use the biometric data
170 or the biometric features 182 that were previously stored
to generate the second synthetic biometric bank data 2424.
In a particular embodiment, the authorization data generator
110 may prompt the user 106 to provide the biometric data
170 in response to determining that the biometric data 170
or the biometric features 182 that were previously stored
have “expired.” For example, the authorization data genera-
tor 110 may determine that the biometric data 170 or the
biometric features 182 have expired based on a first time-
stamp. To illustrate, the authorization data generator 110
may determine that the biometric data 170 or the biometric
features 182 have expired in response to determining that a
difference the first timestamp and a second (e.g., “current™)
timestamp of a clock satisfies a particular expiration thresh-
old (e.g., 24 hours). The first timestamp may indicate a first
time at which the biometric data 170 is received from the
user 106 or a second time at which the biometric data 170
or the biometric features 182 are stored in memory. In this
embodiment, the authorization data generator 110 may use
the biometric data 170 or the biometric features 182 to
generate the second synthetic biometric bank data 2424 in
response to determining that the biometric data 170 or the
biometric features 182 are unexpired.

The authorization data generator 110 may provide the
second synthetic biometric bank data 2424 to the authenti-
cation device 2450. The authentication device 2450 may
replace the first synthetic biometric bank data 2422 with the
second synthetic biometric bank data 2424 as authentication
data associated with the user 106. For example, the authen-
tication device 2450 may delete (or mark for deletion) the
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first synthetic biometric bank data 2422. To illustrate, the
authentication device 2450 may delete (or mark for deletion)
an association between the first synthetic biometric bank
data 2422 and the user 106. The authentication device 2450
may store the second synthetic biometric bank data 2424, an
association between the second synthetic biometric bank
data 2424 and the user 106, or both, in memory. The user 106
may thus reconfigure a synthetic biometric password by
providing a different user input (e.g., non-biometric data).

The user 106 may provide a first home key 2406 to access
the authentication device 2452. For example, the first home
key 2406 may correspond to a password (e.g., “DOOR”)
associated with a front door 2454. To illustrate, a guest of the
user 106 may arrive at a home of the user 106 while the user
106 is away. The user 106 may provide the first home key
2406 to unlock the front door 2454 to enable the guest to
enter the home.

The authorization data generator 110 may prompt the user
106 to provide the biometric data 170 in response to deter-
mining that the biometric data 170 or the biometric features
182 are expired. The authorization data generator 110 may
generate first synthetic biometric home data 2426 in
response to determining the biometric data 170 or the
biometric features 182 are unexpired. For example, the
authorization data generator 110 may generate the first
synthetic biometric home data 2426 based on the first home
key 2406 and the biometric data 170 (or the biometric
features 182), as described with reference to FIG. 1. The
authorization data generator 110 may provide the first syn-
thetic biometric home data 2426 to the authentication device
2452. The first synthetic biometric home data 2426 may
correspond to authentication data associated with the user
106 and the front door 2454. The authentication device 2452
may send an unlock signal to the front door 2454 in response
to determining that the first synthetic biometric home data
2426 matches previously stored synthetic biometric data
(e.g., a “password”) associated with the front door 2454. In
a particular embodiment, the mobile device 102 may con-
duct an authenticated session with another electronic device
(e.g., the front door 2454) via the network 2420 when the
authentication device 2452 authenticates the user 106 based
on the first synthetic biometric home data 2426.

The user 106 may also provide a second home key 2408
to access another system (e.g., a television 2456) coupled to
the authentication device 2452. For example, the second
home key 2408 may correspond to a password (e.g., “Living
room TV password”) associated with the television 2456. To
illustrate, the user 106 may keep the television 2456 (or
particular channels of the television 2456) disabled while the
user 106 is away from home. The user 106 may provide the
second home key 2408 to unlock the television 2456 (or the
particular channels of the television 2456) to enable the
guest to use the television 2456.

The authorization data generator 110 may prompt the user
106 to provide the biometric data 170 in response to deter-
mining that the biometric data 170 or the biometric features
182 are expired. The authorization data generator 110 may
generate second synthetic biometric home data 2428 in
response to determining the biometric data 170 or the
biometric features 182 are unexpired. For example, the
authorization data generator 110 may generate the second
synthetic biometric home data 2428 based on the second
home key 2408 and the biometric data 170 (or the biometric
features 182), as described with reference to FIG. 1. The
authorization data generator 110 may provide the second
synthetic biometric home data 2428 to the authentication
device 2452. The second synthetic biometric home data
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2428 may correspond to authentication data associated with
the user 106 and the television 2456. The authentication
device 2452 may send an unlock signal to the television
2456 in response to determining that the second synthetic
biometric home data 2428 matches previously stored syn-
thetic biometric data associated with the television 2456 (or
the particular channels of the television 2456).

It should be noted that embodiments of the present
disclosure may enable local authentication in addition to the
above-described remote authentication. For example, the
user 106 may provide a device key 2410 to set up secure
access of the mobile device 102 (or particular features of the
mobile device 102). The user 106 may provide the device
key 2410 during an enrollment phase. The authorization data
generator 110 may generate synthetic biometric device data
2430 (e.g., first synthetic biometric data) based on the
biometric data 170 and the device key 2410. The authori-
zation data generator 110 may store the synthetic biometric
device data 2430 in memory. To access the mobile device
102 (e.g., wake the mobile device 102 from a sleep mode),
the user 106 may provide biometric data and a user input to
the mobile device 102 during an authentication phase. The
authorization data generator 110 may generate second bio-
metric data (e.g., second synthetic biometric data) based on
the biometric data and the user input received during the
authentication phase. The authorization data generator 110
may compare the second biometric data to the synthetic
biometric device data 2430 to authenticate the user 106. For
example, the authorization data generator 110 may provide
access to the mobile device 102 (or features of the mobile
device 102) in response to determining that the second
biometric data substantially matches the synthetic biometric
device data 2430. To illustrate, the authorization data gen-
erator 110 may determine that the second biometric data and
the synthetic biometric device data 2430 substantially match
in response to determining that a similarity between the
second biometric data and the synthetic biometric device
data 2430 satisfies a particular confidence threshold.

The system 2400 may thus enable a user to reconfigure a
synthetic biometric password by changing a non-biometric
key (e.g., non-biometric data). In addition, the user may
provide distinct synthetic biometric data to an authentication
device to access distinct features or electronic devices.
Further, the system 200 may enable multi-factor local device
authentication.

Referring to FIG. 25, a diagram of a particular embodi-
ment of a system configured to selectively authorize access
based on biometric data and non-biometric data is shown
and generally designated 2500. The system 2500 illustrates
Diffie-Hellman-type authentication using synthetic biomet-
ric data, as described herein.

The system 2500 includes the mobile device 102 coupled,
via a network 2572, to an authentication device 2502. The
authentication device 2502 may include, or be coupled to, at
least one of a vehicle, an authentication server, a home
automation system, a cloud storage/computing system, a
point-of-sale machine, an automatic teller machine (ATM),
a financial system, a bank, a store, a user account, or another
system that performs user (or device) authentication. In a
particular embodiment, the mobile device 102 may be
coupled to more than two authentication devices.

The authentication device 2502 may include a transceiver
2542, a second memory 2562, and an authorization data
generator 2570. The authorization data generator 2570 may
be configured to operate in a similar manner as the autho-
rization data generator 110 of FIG. 1.
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A first user 2526 may use the mobile device 102 to access
multiple systems. For example, the first user 2526 may use
the mobile device 102 to access a financial system (e.g., an
online banking system, an online shopping system, a stock
exchange system, etc.). As another example, the first user
2526 may user the mobile device 102 to access systems
(e.g., a temperature control system, a braking system, an
engine, a sound system, an entertainment system, a com-
munication system, a global positioning system, a locking
system of a door, a security system, doors, trunk, lights,
windows, etc.) of a vehicle (e.g., a car). As a further
example, the first user 2526 may use the mobile device 102
to access home automation function (e.g., a home security
system, a garage door, a front door, an entertainment system,
a heating system, a cooling system, a sprinkler system, a
coffee maker, a refrigerator, a gas range, a slow cooker, a
lighting system, other appliances, etc.) of a building.

A key 2504 may be provided to the authentication device
2502 and to the mobile device 102 (or to the first user 2526).
For example, a first user 2526 may have shared the key 2504
(e.g., a personal identification number (PIN)) with a bank
while setting up an account at the bank.

The first user 2526 may provide the first biometric data
2520, via the first interface 134 (e.g., a sensor), to the mobile
device 102, as described with reference to FIG. 1. The first
biometric data 2520 may correspond to the biometric data
170 of FIG. 1, the first biometric data 2001 of FIGS. 20-23,
or a combination thereof. For example, the first biometric
data 2520 may include a finger print, an iris scan, an image
of a face, or a speech print of the first user 2526. The first
biometric data 2520 may function as a private key of the first
user 2526.

The authorization data generator 110 may generate first
biometric features (e.g., the biometric features 182) based on
the first biometric data 2520. The authorization data gen-
erator 110 may store the first biometric data 2520, the first
biometric features, or both, in the memory 132. The first user
2526 may provide the key 2504 (e.g., user input) to the
mobile device 102. The authorization data generator 110
may store the key 2504 in the memory 132.

In a particular embodiment, the first user 2526 may
provide the first biometric data 2520, the key 2504, or both,
to the mobile device 102 for each authentication by the
authentication device 2502. For example, the first user 2526
may provide a finger print scan and a PIN each time the first
user 2526 requests access to the bank account. In an alter-
nate embodiment, the authorization data generator 110 may
obtain the first biometric data 2520, the first biometric
features, the key 2504, or a combination thereof, from the
memory 132 in response to a user request for authentication
by the authentication device 2502. For example, the autho-
rization data generator 110 may obtain the first biometric
data 2520 (or the first biometric features) from the memory
132 and may receive the key 2504 from the first user 2526.

The authorization data generator 110 may generate first
synthetic biometric data 2522 (e.g., synthetic biometric data)
based on the first biometric data 2520 and the key 2504, as
described with reference to FIG. 1. For example, the first
synthetic biometric data 2522 may correspond to the second
biometric data 180 of FIG. 1, the synthetic biometric data
2009 of FIGS. 20-21, the synthetic biometric data 2209 of
FIGS. 22-23, or a combination thereof. The key 2504 may
correspond to the user input 172, the non-biometric data 176
of FIG. 1, the common key 2003 of FIGS. 20-23, or a
combination thereof. The authorization data generator 110
may provide first information 2528 to the authentication
device 2502. For example, the transceiver 142 may transmit
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the first information 2528. The first information 2528 may
include the first synthetic biometric data 2522 or features of
the first synthetic biometric data 2522. The authorization
data generator 110 may store the first information 2528 in
the memory 132.

In a particular embodiment, the authorization data gen-
erator 110 may refrain from storing the first biometric data
2520, the first biometric features, the key 2504, or a com-
bination thereof, in the memory 132. The authorization data
generator 110 may provide the first information 2528 to the
authentication device 2502 in response to a user request for
authentication by the authentication device 2502. The first
information 2528 may function as a public key of the first
user 2526.

The authorization data generator 2570 may generate sec-
ond synthetic biometric data 2552 (e.g., synthetic biometric
data) based on second biometric data 2550 and the key 2504,
as described with reference to FIG. 1. For example, the
second synthetic biometric data 2550 may correspond to the
second biometric data 180 of FIG. 1, the synthetic biometric
data 2008 of FIGS. 20-21, the synthetic biometric data 2408
of FIGS. 22-23, or a combination thereof. In a particular
embodiment, the authorization data generator 2570 may
generate the second synthetic biometric data 2552 prior to
receiving the first information 2528. For example, the autho-
rization data generator 2570 may generate the second syn-
thetic biometric data 2552 in response to receiving the key
2504 (e.g., during a password setting or resetting phase). To
illustrate, the authorization data generator 2570 may gener-
ate the second synthetic biometric data 2552 in response to
the first user 2526 setting (or resetting) the PIN associated
with the bank account. The authorization data generator
2570 may store the second synthetic biometric data 2522 in
the second memory 2562 as a “password” associated with
the bank account of the first user 2526. In an alternate
embodiment, the authorization data generator 2570 may
generate the second synthetic biometric data 2552 in
response to receiving the first information 2528.

The second biometric data 2550 may function as a private
key of the authentication device 2502. The second biometric
data 2550 may correspond to the biometric data 170 of FIG.
1, the first biometric data 2001 of FIGS. 20-23, or a
combination thereof. In a particular embodiment, the second
biometric data 2550 includes a finger print, an iris scan, an
image of a face, or a speech print of a second user 2556 of
the authentication device 2502 (e.g., a bank employee). In an
alternate embodiment, the second biometric data 2550
includes a private key (e.g., an integer, a natural number,
etc.) selected based on a particular cryptosystem (e.g.,
Rivest Shamir Adleman (RSA) algorithm, Diffie-Hellman
key exchange scheme, an elliptic curve cryptography
scheme, etc.). In a particular embodiment, the second bio-
metric data 2550 may include arbitrary biometric data that is
uniquely associated with the authentication device 2502
(e.g., data that uniquely identifies the bank and/or a specific
server owned by the bank).

The authorization data generator 2570 may send second
information 2558 to the mobile device 102 in response to
receiving the first information 2528 from the mobile device
102. The second information 2558 may include the second
synthetic biometric data 2552 or features of the second
synthetic biometric data 2552. The second information 2558
may function as a public key of the authentication device
2502. The authorization data generator 2570 may store the
second information 2558 in the second memory 2562. The
authorization data generator 2570 may send the second
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information 2558 to the mobile device 102. For example, the
transceiver 2542 may transmit the second information 2558.

The authorization data generator 110 may receive, via the
transceiver 142, the second information 2558. The authori-
zation data generator 110 may generate first common syn-
thetic data 2530 based on the second information 2558 and
the first biometric data 2520. The first common synthetic
data 2530 may correspond to the common biometric data
2017 of FIG. 20, the common biometric data 2115 of FIG.
21, the common biometric data 2217 of FIG. 24, the
common biometric data 2217 of FIG. 27, or a combination
thereof. For example, the authorization data generator 110
may extract first features from the first biometric data 2520
and may extract second features from the second informa-
tion 2558, as described with reference to FIGS. 20-23. The
authorization data generator 110 may generate the first
common synthetic data 2530 by performing synthetic fin-
gerprint, image, or sound generation based on the first
features and the second features, as described with reference
to FIGS. 20-23. For example, the authorization data gen-
erator 110 may generate the first common synthetic data
2530 by applying a one-way function to the first features and
the second features.

The authorization data generator 110 may transmit, via
the transceiver 142, the first common synthetic data 2530 to
the authentication device 2502. The authorization data gen-
erator 2570 may receive the first common synthetic data
2530 and may store the first common synthetic data 2530 in
the second memory 2562.

The authorization data generator 2570 may generate sec-
ond common synthetic data 2560 in response to receiving
the first information 2528. For example, the authorization
data generator 2570 may generate the second common
synthetic data 2560 based on the first information 2528 and
the second biometric data 2550. To illustrate, the authori-
zation data generator 2570 may extract first features from
the first information 2528, may extract second features from
the second biometric data 2550, and may generate the
second common synthetic data 2560 based on the first
features and the second features, as described with reference
to FIGS. 20-23. For example, the authorization data gen-
erator 2570 may generate the second common synthetic data
2560 by applying a one-way function to the first features and
the second features. The second common synthetic data
2560 may correspond to the common biometric data 2017 of
FIG. 20, the common biometric data 2115 of FIG. 21, the
common biometric data 2217 of FIG. 24, the common
biometric data 2217 of FIG. 27, or a combination thereof.

The authorization data generator 2570 may compare the
first common synthetic data 2530 to the second common
synthetic data 2560. The authorization data generator 2570
may determine that authentication of the first user 2526, the
mobile device 102, or both, is successful in response to
determining that the first common synthetic data 2530
matches the second common synthetic data 2560. For
example, the authorization data generator 2570 may autho-
rize access by the first user 2526, the mobile device 102, or
both, in response to determining that the first common
synthetic data 2530 matches the second common synthetic
data 2560. To illustrate, the authorization data generator
2570 may authorize access to at least one of a bank account,
an automatic teller machine (ATM), a point of sale machine,
a financial system, a user account, a system of a vehicle, or
a system of a building. The system of a vehicle may include
a braking system, a locking system of a door, a temperature
control system, a sound system, a security system, an
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entertainment system, or a global positioning system. Thus,
the first common synthetic data 2530 may function as a bank
“password.”

The authorization data generator 110 may generate the
first information 2528 based on the key 2504 (e.g., a shared
secret, such as an alphanumeric password) and the first
biometric data 2520 (e.g., a private key of the mobile device
102). The authorization data generator 110 may provide the
first information 2528 to the authentication device 2502 as
a public key of the mobile device 102.

The authorization data generator 2570 may generate the
second information 2558 based on the key 2504 (e.g., the
shared secret) and the second biometric data 2550 (e.g., a
private key of the authentication device 2502). The autho-
rization data generator 2570 may provide the second infor-
mation 2558 to the mobile device 102 as a public key of the
authentication device 2502.

The authorization data generator 110 may generate the
first common synthetic data 2530 based on the first biomet-
ric data 2520 (e.g., the private key of the mobile device 102)
and the second information 2558 (e.g., the public key of the
authentication device 2502). The authorization data genera-
tor 110 may provide the first common synthetic data 2530 to
the authentication device 2502 as a password.

The authorization data generator 2570 may generate the
second common synthetic data 2560 based on the second
biometric data 2550 (e.g., the private key of the authenti-
cation device 2502) and the first information 2528 (e.g., the
public key of the mobile device 102). The authorization data
generator 2570 may authorize access in response to deter-
mining the first common synthetic data 2530 matches the
second common synthetic data 2560.

The mobile device 102 may conduct an authenticated
session with another electronic device via the network 2572
when the authentication device 2502 authenticates the first
user 2526, the mobile device 102, or both, based on the first
synthetic biometric data 2522. For example, the authentica-
tion device 2502 may include an authentication server and
may provide access to another electronic device (e.g., a
device of a financial system, a device of a vehicle, a device
of a building, etc.) in response to determining that authen-
tication of the first user 2526, the mobile device 102, or both,
is successtul. The authentication device 2502 may determine
that authentication of the first user 2526 is not successful in
response to determining that the first common synthetic data
2530 does not match the second common synthetic data
2560.

The system 2500 may thus enable selective access autho-
rization based on the first biometric data 2520 and the key
2504. The mobile device 102 may provide synthetic bio-
metric data (e.g., the first information 2528 and the first
common synthetic data 2530) to the authentication device
2502. The first biometric data 2520 may be irrecoverable (or
substantially irrecoverable) from the first information 2528,
the first common synthetic data 2530, or both.

Referring to FIG. 26, a diagram of a particular embodi-
ment of a system configured to selectively authorize access
to system(s) of a vehicle based on biometric data and
non-biometric data is shown and generally designated 2600.
The system 2600 differs from the system 2500 in that the
authentication device 2502 is included in a car 2602.

The authentication device 2502 may compare the first
common synthetic data 2530 and the second common syn-
thetic data 2560, as described with reference to FIG. 25. The
authentication device 2502 may selectively authorize access
to a system of the car 2602 based on the comparison. For
example, the authentication device 2502 may authorize
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access to the system of the car 2602 in response to deter-
mining that the first common synthetic data 2530 matches
the second common synthetic data 2560. The system of the
car may include at least one of a braking system, a locking
system of a door, a garage door activation system, a tem-
perature control system, a sound system, a security system,
an entertainment system, a communication system, or a
global positioning system.

The first user 2526 may use the mobile device 102 to
access a system of the car 2602. For example, the first user
2526 may provide the key 2504 and the first biometric data
2520 to start the engine of the car 2602 on a cold morning
without going outside to the car 2602. As another example,
the first user 2526 may be out of town and may use the
mobile device 102 to enable a friend of the first user 2526
to enter a home of the first user 2526. To illustrate, the first
user 2526 may provide the key 2504 and the first biometric
data 2520 to the mobile device 102 to activate a garage door
opening mechanism of the car 2602. The friend may enter
the home through the garage door. As a further example, the
second biometric data 2550 of FIG. 25 may correspond to
the second user 2556 of FIG. 25. The second user 2556 may
be a parent of the first user 2526. The second user 2556 may
provide the key 2504 via user input to the authentication
device 2502 of the car 2602. The second user 2556 may
provide the key 2504 to the first user 2526 when the car 2602
is available for use by the first user 2526. The second user
2556 may reset the key 2504 at the authentication device
2502 when the car 2602 is unavailable for use by the first
user 2526. The first user 2526 may not have a physical key
to the car 2602. The first user 2526 may be unable to access
the car 2602 without the key 2504 that matches the key 2504
of the car 2602.

The system 2600 may thus enable selective access autho-
rization based on the first biometric data 2520 and the key
2504. The mobile device 102 may provide synthetic bio-
metric data (e.g., the first information 2528 and the first
common synthetic data 2530) to the authentication device
2502. The authentication device 2502 may authorize access
to a system of the car 2602 based on the first information
2528, the first common synthetic data 2530, the key 2504,
and the second biometric data 2550 of FIG. 25. The first
biometric data 2520 may be irrecoverable (or substantially
irrecoverable) from the first information 2528, the first
common synthetic data 2530, or both.

Referring to FIG. 27, a block diagram of particular
embodiment of an electronic device is depicted and gener-
ally designated 2700. The device 2700 may generate autho-
rization data based on biometric data and non-biometric
using the system of FIG. 1. For example, the device 2700
may correspond to the mobile device 102 of FIG. 1. The
device 2700 may selectively authorize access based on
biometric data and non-biometric. For example, the device
2700 may correspond to the authentication device 2502 of
FIGS. 25-26.

The device 2700 includes a processor 2710 (e.g., a digital
signal processor (DSP)) coupled to the memory 132. The
processor 2710 may include, or be coupled to, the authori-
zation data generator 110. In an illustrative example, the
processor 2710 performs one or more operations or methods
described with reference to FIGS. 1-26.

FIG. 27 also shows a display controller 2726 that is
coupled to the processor 2710 and to a display 2728. A
coder/decoder (CODEC) 2734 can also be coupled to the
processor 2710. A speaker 2736 and a microphone 2738 can
be coupled to the CODEC 2734. In a particular embodiment,
the microphone 2738 may correspond to the microphone
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1202 of FIG. 12. The device 2700 may be coupled to, or may
include, the finger print sensor 1108, the iris scan sensor
1208, or both. In a particular embodiment, the device 2700
may be coupled via one or more interfaces (e.g., the first
interface 134, the second interface 136, or both) to the finger
print sensor 1108, the iris scan sensor 1208, or both.

FIG. 27 also indicates that the processor 2710 may be
coupled via the transceiver 142 to the wireless antenna 2742.
In a particular embodiment, the processor 2710, the display
controller 2726, the memory 132, the CODEC 2734, and the
transceiver 142 are included in a system-in-package or
system-on-chip device 2722. In a particular embodiment, an
input device 2730 and a power supply 2744 are coupled to
the system-on-chip device 2722. Moreover, in a particular
embodiment, as illustrated in FIG. 27, the display 2728, the
input device 2730, the speaker 2736, the microphone 2738,
the finger print sensor 1108, the iris scan sensor 1208, the
wireless antenna 2742, and the power supply 2744 are
external to the system-on-chip device 2722. However, each
of'the display 2728, the input device 2730, the speaker 2736,
the microphone 2738, the wireless antenna 2742, the finger
print sensor 1108, the iris scan sensor 1208, and the power
supply 2744 can be coupled to a component of the system-
on-chip device 2722, such as an interface (e.g., the first
interface 134 or the second interface 136) or a controller.

In conjunction with the described embodiments, an appa-
ratus for communication is disclosed that includes means for
receiving first common synthetic data and first information
corresponding to first synthetic biometric data. For example,
the means for receiving may include the transceiver 142, the
authorization data generator 110 of FIG. 1, the authorization
data generator 2570, the transceiver 2542 of FIG. 25, the
processor 2710 of FIG. 27, one or more devices configured
to receive the first common synthetic data 2530 and the first
information 2528 of FIG. 25 (e.g., a processor executing
instructions at a non-transitory computer readable storage
medium), or a combination thereof.

The apparatus also includes means for obtaining second
biometric data. For example, the means for obtaining may
include the first interface 134, the authorization data gen-
erator 110 of FIG. 1, the finger print sensor 1108 of FIG. 11,
the microphone 1202, the iris scan sensor 1208 of FIG. 12,
the microphone 2638, the authorization data generator 2570
of FIG. 25, the processor 2710 of FIG. 27, one or more
devices configured to obtain the second biometric data 2550
of FIG. 25 (e.g., a processor executing instructions at a
non-transitory computer readable storage medium), or a
combination thereof.

The apparatus further includes means for authentication
configured to generate second common synthetic data based
on the first information and the second biometric data, and
to selectively authorize access based on a comparison of the
first common synthetic data and the second common syn-
thetic data. For example, the means for authentication may
include the authorization data generator 110 of FIG. 1, the
processor 2610 of FIG. 26, the authorization data generator
2570 of FIG. 25, one or more devices configured to generate
the second common synthetic data 2560 of FIG. 25 and to
selectively authorize access based on a comparison of the
first common synthetic data 2530 and the second common
synthetic data 2560 of FIG. 25 (e.g., a processor executing
instructions at a non-transitory computer readable storage
medium), or a combination thereof.

Those of skill would further appreciate that the various
illustrative logical blocks, configurations, modules, circuits,
and algorithm steps described in connection with the
embodiments disclosed herein may be implemented as elec-
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tronic hardware, computer software, or combinations of
both. Various illustrative components, blocks, configura-
tions, modules, circuits, and steps have been described
above generally in terms of their functionality. Whether such
functionality is implemented as hardware or software
depends upon the particular application and design con-
straints imposed on the overall system. Skilled artisans may
implement the described functionality in varying ways for
each particular application, but such implementation deci-
sions should not be interpreted as causing a departure from
the scope of the present disclosure.

The steps of a method or algorithm described in connec-
tion with the embodiments disclosed herein may be embod-
ied directly in hardware, in a software module executed by
a processor, or in a combination of the two. A software
module may reside in random access memory (RAM), flash
memory, read-only memory (ROM), programmable read-
only memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), registers, hard disk, a
removable disk, or a compact disc read-only memory (CD-
ROM). An exemplary non-transitory (e.g. tangible) storage
medium (e.g., a storage device) may be coupled to the
processor such that the processor can read information from,
and write information to, the storage medium. In the alter-
native, the storage medium may be integral to the processor.
The processor and the storage medium may reside in an
application-specific integrated circuit (ASIC). The ASIC
may reside in a computing device or a user terminal. In the
alternative, the processor and the storage medium may
reside as discrete components in a computing device or user
terminal. The device 2700 may include a communications
device, a personal digital assistant (PDA), a tablet, a com-
puter, a music player, a video player, an entertainment unit,
a navigation device, or a set top box.

The storage medium (e.g., the storage device) may
include instructions (e.g., the instructions 2740) that, when
executed by a processor (e.g., the processor 2710), may
cause the processor to perform at least a portion of the
methods and operations described with reference to FIGS.
1-22. As an example, the memory 132 may be a non-
transitory computer-readable storage medium (or storage
device) that includes instructions (e.g., the instructions
2740) that, when executed by the processor 2710, cause the
processor 2710 to perform at least a portion of the methods
and operations described with reference to FIGS. 1-22. For
example, the processor 2710 may receive the biometric data
170 and the user input 172. The processor 2710 may
generate the non-biometric data 176 based on the user input
172. The processor 2710 may generate the authorization data
178 (e.g., the audio data 198, the second image 196, and/or
the second biometric data 180) based on the biometric data
170 and the non-biometric data 176. The processor 2710
may provide the authorization data 178 via the transceiver
142 to the wireless antenna 2742. For example, the proces-
sor 2710 generate packets based on the authorization data
178 and may provide the packets to the transceiver 142.

The previous description of the disclosed embodiments is
provided to enable a person skilled in the art to make or use
the disclosed embodiments. Various modifications to these
embodiments will be readily apparent to those skilled in the
art, and the principles defined herein may be applied to other
embodiments without departing from the scope of the dis-
closure. Thus, the present disclosure is not intended to be
limited to the embodiments shown herein but is to be
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accorded the widest scope possible consistent with the
principles and novel features as defined by the following
claims.

What is claimed is:

1. A method of authorizing access comprising:

obtaining, at an authentication device, first information

corresponding to first synthetic biometric data, wherein
the first synthetic biometric data is generated by modi-
fying at least one feature of first biometric data based
on a key;

obtaining, at the authentication device, first common

synthetic data and second biometric data;

generating, at the authentication device, second common

synthetic data based on the first information and the
second biometric data; and

authorizing, by the authentication device, access based on

a comparison of the first common synthetic data and the
second common synthetic data.

2. The method of claim 1, wherein a first device, a user of
the first device, or both, are authorized access by the
authentication device in response to determining that the
first common synthetic data matches the second common
synthetic data.

3. The method of claim 1, wherein the authentication
device is further configured, in response to determining that
the first common synthetic data matches the second common
synthetic data, to enable operation of a locking mechanism
of at least one of a building door, a house door, a vehicle
door, or a garage door.

4. The method of claim 1, wherein the authentication
device is further configured, in response to determining that
the first common synthetic data matches the second common
synthetic data, to enable access to at least one of an
automatic teller machine (ATM), a point of sale machine, a
financial system, or a user account.

5. The method of claim 1, further comprising receiving, at
the authentication device via a communication channel from
a first device, the first information, the first common syn-
thetic data, or both,

wherein the first information comprises the first synthetic

biometric data or features extracted from the first
synthetic biometric data, and

wherein the first device includes a mobile device, and

wherein the communication channel corresponds to at
least one of a wireless fidelity (Wi-Fi) network, a
cellular network, a local area network (LAN), or a wide
area network (WAN).

6. The method of claim 1, further comprising:

obtaining, at the authentication device, second synthetic

biometric data, wherein the second synthetic biometric
data is generated based on the second biometric data
and the key; and

transmitting, from the authentication device to a first

device, second information corresponding to the sec-
ond synthetic biometric data.

7. The method of claim 6, further comprising receiving, at
the authentication device, the first common synthetic data
from the first device, wherein the first device generates the
first common synthetic data based on the second information
and the first biometric data associated with a first user.

8. The method of claim 6, wherein the first device
generates the first synthetic biometric data based on the first
biometric data associated with a first user.

9. The method of claim 6, wherein the key is a common
key that is available to the first device and to the authenti-
cation device, and wherein the key is selected based on an
elliptic curve cryptography scheme.
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10. The method of claim 6, wherein the second informa-
tion is encrypted using Rivest Shamir Adleman (RSA)
encryption at the authentication device prior to being trans-
mitted to the first device.

11. The method of claim 6, wherein the first device
generates the first synthetic biometric data and the authen-
tication device generates the second synthetic biometric data
based on a common set of functions.

12. The method of claim 1, wherein the first synthetic
biometric data is generated by a first device based on the key
and the first biometric data associated with a first user of the
first device.

13. The method of claim 1, wherein the second biometric
data is associated with a second user.

14. The method of claim 1, wherein the second biometric
data comprises arbitrary biometric data that is uniquely
associated with the authentication device.

15. The method of claim 1, wherein the first common
synthetic data and the second common synthetic data are
generated based on a common set of functions.

16. An apparatus for authorizing access comprising:

a memory configured to store instructions; and

a processor configured to execute the instructions to:

generate second common synthetic data based on first
information and second biometric data, the first
information corresponding to first synthetic biomet-
ric data, wherein the first synthetic biometric data is
generated by modifying at least one feature of first
biometric data based on a key; and

authorize access to a system of a vehicle based on a
comparison of first common synthetic data and the
second common synthetic data.

17. The apparatus of claim 16, wherein the system
includes at least one of a braking system, a garage door
activation system, a locking system of a door, a temperature
control system, a sound system, a security system, an
entertainment system, a communication system, or a global
positioning system.

18. The apparatus of claim 16, wherein the second bio-
metric data is associated with a user.

19. The apparatus of claim 16,

wherein the first information and the first common syn-

thetic data are received from a first device,

wherein the first information comprises the first synthetic

biometric data or features of the first synthetic biomet-
ric data, and

wherein access to the system of the vehicle is authorized

in response to determining that the first common syn-
thetic data matches the second common synthetic data.
20. The apparatus of claim 16, further comprising:
a transmitter configured to provide second information
corresponding to the second synthetic biometric data to
a first device,

wherein the processor is further configured to generate the
second synthetic biometric data based on the key and
the second biometric data,

wherein the second information comprises the second

synthetic biometric data or features of the second
synthetic biometric data, and

wherein the first common synthetic data is generated at

the first device based on the second information and the
first biometric data of a first user.

21. The apparatus of claim 16, wherein the processor is
further configured to generate second synthetic biometric
data based on the key and the second biometric data,
wherein the first common synthetic data is generated by a
first device based on second information corresponding to
the second synthetic biometric data, wherein the second
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synthetic biometric data is generated based on a one-way
function, and wherein the first synthetic biometric data is
generated by the first device based on a one-way function.

22. The apparatus of claim 21, wherein the one-way
function includes at least one of a hash function, a modulo
function, an exponential function, a hyperbolic tangent
function, or another hyperbolic function.

23. The apparatus of claim 16, wherein the processor is
configured to:

extract biometric features of the second biometric data,

store the biometric features in the memory, and

generate second synthetic biometric data by modifying
the biometric features based on the key,

wherein the first common synthetic data is generated

based on second information corresponding to the
second synthetic biometric data.

24. The apparatus of claim 23, wherein the second bio-
metric data includes iris scan data, wherein the biometric
features indicate at least one of a radial furrow, a concentric
furrow, a crypt, a collarette, or a pupil size, and wherein
modifying the biometric features includes modifying at least
one of the radial furrow, the concentric furrow, the crypt, the
collarette, or the pupil size.

25. The apparatus of claim 23, wherein modifying the
biometric features includes applying at least one of a rota-
tion function, a blurring function, or a noise function.

26. The apparatus of claim 23, wherein the second bio-
metric data is irrecoverable from the second information.

27. A computer-readable storage device for authorizing
access storing instructions that, when executed by a proces-
sor, cause the processor to perform operations comprising:

obtaining first information corresponding to first synthetic

biometric data, wherein the first synthetic biometric
data is generated by modifying at least one feature of
first biometric data based on a key;

obtaining first common synthetic data and second bio-

metric data;
generating second common synthetic data based on the
first information and the second biometric data; and

authorizing access based on a comparison of the first
common synthetic data and the second common syn-
thetic data.

28. The computer-readable storage device of claim 27,
wherein the first information and the first common synthetic
data are obtained from a first device, and wherein the first
device is authorized to access at least one of a system of a
vehicle, a financial system, or a user account in response to
determining that the first common synthetic data matches the
second common synthetic data.

29. An apparatus for authorizing access comprising:

means for receiving first common synthetic data and first

information corresponding to first synthetic biometric
data, wherein the first synthetic biometric data is gen-
erated by modifying at least one feature of first bio-
metric data based on a key;

means for obtaining second biometric data; and

means for authentication configured to generate second

common synthetic data based on the first information
and the second biometric data, and to selectively autho-
rize access based on a comparison of the first common
synthetic data and the second common synthetic data.

30. The apparatus of claim 29, wherein the means for
receiving, the means for obtaining, and the means for
authentication are integrated into at least one of a commu-
nications device, a personal digital assistant (PDA), a tablet,
a computer, a music player, a video player, an entertainment
unit, a navigation device, or a set top box.

#* #* #* #* #*
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